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DEFINITIONS 3
IDA publishes the following documents to report the results of its work.

Reports

Reports are the most authoritative and most carefully considered products IDA publishes.
They normally embody results of major projects which (a) have a direct bearing on
decisions affecting major programs, (b) address issues of significant concern to the
Executive Branch, the Congress and/or the public, or (c) address issues that have
significant economic implications. IDA Reports are reviewed by outside panels of experts I
to ensure their high quality and relevance to the problems studied, and they are released

by the President of IDA.

Group Reports 3
Group Reports record the findings and results of IDA established working groups and
panels composed of senior individuals addressing major issues which otherwise would be
the subject of an IDA Report. IDA Group Reports are reviewed by the senior individuals
responsible for the project and others as selected by IDA to ensure their high quality and i
relevance to the problems studied, and are released by the President of IDA.

Papers
Papers, also authoritative and carefully considered products of IDA, address studies that
are narrower in scope than those covered in Reports. IDA Papers are reviewed to ensure
that they meet the high standards expected of refereed papers in professional journals or
formal Agency reports. I
Documents
IDA Documents are used for the convenience of the sponsors or the analysts (a) to record
substantive work done in quick reaction studies, (b) to record the proceedings of
conferences and meetings, (c) to make available preliminary and tentative results of
analyses, (d) to record data developed in the course of an investigation, or (e) to forward

information that is essentially unanalyzed and unevaluated. The review of IDA Documents
is suited to their content and intended use. 1

The work reported in this document was conducted under contract MDA 903 89 C 0003 for
the Department of Defense. The publication of this IDA document does not indicate
endorsement by the Department of Defense, nor should the contents be construed as
reflecting the official position of that Agency.

This Paper has been reviewed by IDA to assure that it meets high standards of
thoroughness, objectivity, and appropriate analytical methodology and that the results,
conclusions and recommendations are properly supported by the material presented.

This Paper does not necessarily represent the views of the Joint Chiefs of Staff for whom it I
was prepared and to whom it is forwarded as independent advice and opinion.

Approved for public release: distribution unlimited.
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PREFACE

This paper was prepared by the Institute for Defense Analyses (IDA) for the Joint

Chiefs of Staff under contract No. MDA903-89-C-0003, Task T-6-593, Survey of

Qualitative Methods in Military Operations Research.

The objective of this analysis is to summarize and evaluate methodologies for

collecting and using judgmental data.

This paper was reviewed by Dr. Jesse Orlansky, Dr. Robert Kuenne, Mr. John
Cook, and Ms. Lauma Hansen.
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ABSTRACT

The Institute for Defense Analyses was requested by the Organization of the Joint

Chiefs of Staff to summarize and evaluate methodologies for collecting and using judgment

data. Such methodologies have applications in the consideration of qualitative aspects of

military effectiveness, such as morale and leadership, as well as in the estimation of values

for which good empirical bases do not exist. Based on a survey of the literature, six

methodologies were selected for evaluation. Two of these are well-defined methodologies

that have had extensive application in defense analysis (the Delphi Method and the Analytic

Hierarchy Process), two have theoretical importance that merit closer attention (Utility

Theory and the Subjective Transfer Function Method), and two are not generally associated

with defense analysis, but were explored to determine what, if any, defense applications

might exist (Voting Theory and Paired Comparison Theory).

In general, this evaluation found that requirements for judgmental quantification are

not uncommon in military analysis. However, ad hoc methods rather than methods that

have received critical examination or that have a proven track record are frequently used.

Well-scrutinized methods are sometimes not used because of the costs of implementing

them relative to the amount and significance of the data required. However, these methods

are also not used simply because of a lack of awareness of them. There is also not a great

deal of ongoing communication among defense analysts regarding these methods. In

addition, popularly used methods often suffer from inadequate understanding. Thus, better

dissemination of the strengths and weakness of these methods, and of variants and

extensions designed to address these weaknesses may be warranted. Finally, inordinate

weight can be put on the judgment of expert sources. The concept of "expertise" and

related questions about identifying experts and the accuracy of their judgments have

received attention in the psychological literature, but may not be given due weight by users

of expert judgment data. Undue weight given to expert judgments may lend undeserved

authority to analyses based on these judgments.

With regard to specific methodologies, this evaluation found:

* The Delphi method is more a philosophy about designing group judgment

collection processes than it is a tightly bounded methodology.

vii



The Analytic Hierarchy Process is a method for assigning numerical weights to I
the elements of a set. It does this by estimating the psychological scale values
underlying pairwise comparative judgments. However, a number of serious
criticisms suggest that the methodology should not be used in the form
originally described in the literature, popularly used today, and implemented in
some commercially and privately available software packages. The
implications of these criticisms range from disregarding all but the method's
ordinal results to discontinuing its use entirely.

The Subjective Transfer Function Method attempts to bring important ideas
about psychological measurement and psychological judgment processes to the
analytical community. However this method has not yet received the attention
necessary to determine its theoretical quality or practical value.

" The implementation of Utility Theory requires proper determination of utility
functions, which has proven to require care in how information is elicited and
requires respondents willing to participate in the type of exercises needed to
determine such matters as risk averseness. If such conditions are not met, 3
other methods may prove more informative.

" Where Voting Theory applies, it is obviously applicable, and forcing it to fit
where it doesn't obviously apply does not appear to be useful. n

" Paired Comparison Theory is not well known outside of a relatively small
group of theorists. It has been applied, but not extensively, and apparently not a
in major defense analyses. Several paired comparison methods exist, and one
(which has been regularly rediscovered) seems to have generally more
desirable properties than the others. More widespread dissemination of this I
theory, together with sufficient ingenuity in adapting it to particular situations,
could lead to many additional applications. I

I
I
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EXECUTIVE SUMMARYU
* A. OBJECTIVE

The Institute for Defense Analyses was requested by the Organization of the Joint

Chiefs of Staff to summarize and evaluate methodologies for collecting and using judgment

data. Such methodologies have applications in the consideration of qualitative aspects of
military effectiveness, such as morale and leadership, as well as in the estimation of values

for which good empirical bases do not exist.

5 B. APPROACH

We surveyed the literature and held informal conversations with analysts. As a
i result of this investigation, we selected six methods for evaluation. Four of these methods

have had extensive application in defense analysis (the Delphi Method and the Analytic3 Hierarchy Process), two have theoretical importance merited closer attention (Utility

Theory and the Subjective Transfer Function Method), and two are not generally associated
with defense analysis, but were explored to determine what, if any, applications might exist

(Voting Theory and Paired Comparison Theory). We also identified a number of topics
that apply to several judgment methods and that are important enough to analytical practice3 to merit separate attention.

3C. SUMMARY OF FINDINGS

Both the literature review and the conversations with practitioners suggested that
requirements for judgmental auantification are not uncommon in military analysis.
However, many practitioners use "ad hoc" methods rather than methods that have received

critical examination or that have a proven track record. Well-scrutinized methods are

sometimes not used because of the costs of implementing them relative to the amount and
significance of the data required. However, these methods are also not used simplyIbecause of lack of awareness of them. In addition, there is not a great deal of ongoing
communication among defense analysts regarding these methods, although islands of3 expertise can be found. Even popularly used methods often suffer from inadequate
understanding. Thus, better dissemination of the strengths and weakness of these

5 ES-I
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methods, and of variants and extensions designed to address their weaknesses, may be I
warranted.

Our literature review and conversations with practitioners also found some I

insensitivity to issues revolving around collecting judgment data and conducting social

science research in general. For example, question design is often not thought of as an 3
activity that requires careful attention to ensure interpretable and applicable results. Finally,

and of particular importance, inordinate weight may be put on the judgment of expert 3
sources. The concept of "expertise" and related questions about identifying experts and the

accuracy of their judgments has received attention in the psychological literature on 3
judgment and decisionmaking, but may not be given its due weight by users of expert

judgment data. Undue weight given to expert judgments may lend undeserved authority to

the analysis based on it.

With regard to specific methods, we found: 3
" The Delphi method is more a philosophy about designing group judgment

collection processes than it is a tightly bounded methodology. Under the
Delphi "philosophy," steps should be taken to mitigate the effects of undesired U
group social processes on the formation and reporting of group judgment.
However, there is little good evidence regarding efficacy of particular steps
under particular conditions.

" The Analytical Hierarchy Process is a method for assigning numerical weights
to the elements of a set. It does this by estimating the psychological scale I
values underlying pairwise comparative judgments. However, a number of

serious criticisms suggest that the methodology should not be used in the form
originally described in the literature, popularly used today, and implemented in
some commercially and privately available software packages. Some other
criticisms suggest that some assumptions underlying the method are
questionable and should be evaluated more thoroughly. The implications of
these criticisms range from disregarding all but the method's ordinal results to
discontinuing its use entirely.

" The Subjective Transfer Function Method is an approach to collecting and
representing knowledge about complex systems. The method also brings
important ideas about psychological measurement and about psychological
judgment processes to the analytical community. The method itself, however,
has not yet received the kind of thorough attention necessary to determine its
theoretical or practical value to the analytical community.

The implementation of Utility Theory requires proper determination of utility
functions, which has proven to require care in how information is elicited and S

ES-2 I
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3 requires respondents willing to participate in the type of exercises needed to
determine such matters as risk averseness. If such conditions are not met,3 other methods may prove more informative.

Where Voting Theory applies, it is obviously applicable, and forcing it to fit
where it doesn't obviously apply does not appear to be useful. There are many
different voting methods, and the choice of which to use can be so important
that, given a fixed set of voters' preferences, choosing different methods can
result in different winners. Various voting methods have various properties.
In a sense, none is perfect. However, based on their properties and on the
voting situations involved, some may be deemed better than others. A3commonly used method, plurality voting, may be one of the worst for all
situations. Plurality voting may be used so frequently because of its extreme
simplicity, but this extreme simplicity can result in serious flaws.

Paired Comparison Theory is not well known outside of a relatively small
group of theorists. It has been applied, but not extensively, and apparently not3 in major defense analyses. Several paired comparison methods exist, and one
(which has been regularly rediscovered) seems to have generally more
desirable properties than the others. Specific applications, however, may have
specific characteristics that are more suitably addressed by one of the other
methods. More widespread dissemination of this theory, together with
sufficient ingenuity in adapting it to particular situations, could lead to many
additional applications.

II
I
!
I
I
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I. SURVEYING JUDGMENTAL METHODSI
A. INTRODUCTION

Information for military analysis often takes the form of concrete characteristics --
number, mass, length, distance, time, penetration capability and relationships among them.IThese attributes (as well as some societally defined attributes such as monetary value) are
measured using models that have been applied for so long that we usually accept them5-_ intuitively and take them for granted. However, a number of importantattributes, e.g.,

readiness, are not covered well by models of measurement for concrete quantities; other

"resistant" attributes concern the products of psychological processes, e.g., morale.

Moreover, conventional measurement methods may not be sufficient for yet other attributesf that depend on events either rare in natural occurrence or yet to materialize (e.g., the advent

of new technologies). The relative difficulty of measuring these resistant attributes using

the techniques of the physical sciences has led us to think of them as qualitative. Yet we doS have an intuitive sense about the magnitude of many of these attributes, and this allows us
to conceptualize them in terms of categories (poor to excellent, one-to-ten scales, etc.) that3 in turn convey information about ordering and differences (e.g., adjacent categories on a

scale may be more similar than distant categories).

3 In these and other instances where we lack hard data, analysts frequently take one

of three paths: to estimate some values by drawing analogies from related data; to adopt a3more tractable proxy for the ill-behaved quantities; or to subjectively estimate the desired

quantities. The focus of this examination is on the third approach, the collection and use of

judgment data. This chapter presents an overview of the six methods examined in this

paper, briefly discusses a taxonomy for judgment methods, and discusses issues that

should be considered in conducting judgment-based research. Chapters II through VI

present the examinations of these methods. Observations and summation are offered as

Chapter VII.

B. SELECTED JUDGMENT METHODS

£ Any enumeration of methods for collecting and using judgments will be large. In

addition to the large variety of different methods, for any single one of these there

I
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frequently are numerous extensions and modified versions developed to cover special cases m

and to correct problems. In addition, there are methods that use or depend exclusively on

other judgment methods for data. For these reasons, we organize these methods into m

families related by purpose, theory and historical development

The Delphi Method is a set of loosely defined rules for eliciting judgments I
in a group setting. Broadly construed, the Delphi method provides a
framework for minimizing undesirable group social influences on the
judgments of group members.

The Subjective Transfer Function Method is a method for modeling
knowledge about how inputs relate to outputs in complex systems. The
method provides guidelines on how to decompose a complex system into I
constituents, how to collect information on the relationships among the
constituents, and how to build up a subjective model of the system from the
analysis of the data. The subjective model can then be used to estimate I
system outputs for new inputs.

The Analytic Hierarchy Process is a theory and methodology about how to
measure preferences among alternatives. The method provides guidelines
on how to decompose decision problem and on how to measure strength of
preference. It also specifies how to combine preference evaluations for
multiple criteria into an aggregate preference index. I
Utility Theory, and more generally, Multi-Attribute Utility Theory concerns
modeling preferences when the outcomes are uncertain and making choices
on the basis of these preference models. The theory provides guidelines on I
how to decompose the decision problem and on how to measure strength of
preference. It also specifies how to combine preference evaluations for
multiple criteria into an aggregate preference index. A variant of the theory 3
applies to outcomes for which there is no uncertainty.

Voting Theory concerns selecting a winner or a set of winners from (or
developing a full ranking of) a set of alternatives based on the preferences
(judgments or beliefs) of several voters. If there are only two alternatives,
the situation is trivial. Voting theory addresses situations involving multiple
voters and three or more alternatives.

Paired Comparison Theory concerns developing a ranking (say, from best
to worst) of a set of alternatives based on a set of paired comparisons
between these alternatives. Each such comparison involves only two I
alternatives, with one winning and one losing that comparison, or
(optionally) the comparison resulting in a tie. Magnitudes of victory in
these comparisons are not usually considered. Some alternatives may be I
compared with each other more than once, while other alternatives may not
be compared with each other at all. Further, when two alternatives are
compared more than once, one of them does not necessarily win each such I
comparison -- it might win some, but lose others.

l
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IC. CHARACTERISTICS OF METHODS

In this section, we examine some of the characteristics of the various subjective

assessment methods in order to assist the analyst in matching a method to a particular

application. The most important concern, of course, is whether or not the theoretical and

I methodological underpinnings of a particular method make it appropriate for the issue at

hand (these are discussed in the later sections of this paper). There is no quick and easy

Sway of characterizing these differences; there are, however, a number of less fundamental

differences among these methods that provide additional insight into applicability. These3can be described briefly and, while not a formal taxonomy, can help to categorize the

various methods. Table I-I summarizes the discussion tho, follows.

1. Number of Judges

3 There are two cases with regard to the number of individuals to be involved in the

process. Some methodologies are suited to extracting the judgments of a single individual

(or a group of individuals who have reached consensus through some mechanism), while

others address situations that involve a number of individuals whose differing views have

to be consolidated into a single evaluation. In the former case, achieving a priori group3 consensus may not be a trivial requirement and may bias results, if forced.

3 2. Types of Judgments

Different methodologies require different types of judgments, some of which may3be easier to produce than others. Among the methods we have investigated, many different

types of evaluations are required -- preference/indifference, scale (e.g., from 1 to 10), and

ratio (e.g., option A is twice as good as option B). For a given situation, however, some

judgments may be harder to make than others. Voting methods involve numerous

variations on these themes, including, for instance, the choice of a most preferred option

out of several, a set of preferred but otherwise undistinguished options out of a larger set,

or an ordinal ranking (say from most preferred through least preferred) of a set of options.3
3. Ease of Implementation

Ease of implementation, itself a qualitative judgment, subsumes such considerations

as how many steps might be required to implement a methodology, the amount of training5 needed for both the analysts and those providing judgments, and the manpower and time

needed to apply the methodology.
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ITable 1-1. Characteristics of Qualitative Measurement Methodsi

CRITERIAF

NUMBER Many Single single SIngle Many Many

TYPES OF Many Scale, Scale Prterence/ Many Preference/
JUDGMENTS types Ratio Indlference types Indifference 3
EASE OF Moderate Moderate Difficult Difficult Easy EasyIMPLEMENTATION

Not Very o
SOFTWARE commeocally Commercially Not Commercially Not
AVAILABILITY available available available available availability available

MEASURES OF Oevlations Formal Not Sets of preference N Not
from Index of aib relations can be avaiNbtCONSISTENCY mean/median Inconsistency examined t allble available

available consistency

Little Little
DEGREE OF Widely Widely Not widely Relatively known In known In
ACCEPTANCE accepted accepted known accepted deforme defere

conext context

4. Software Availability i
The availability of software to facilitate the application of a methodology is an ease 3

of implementation issue, but one that deserves special note. Good software can help

structure an analysis, minimize errors, perform complicated or extensive calculations and 3
provide documentation. These advantages can obtain, however, only if the software is
well documented, validated and operated by knowledgeable individuals. If used without an

adequate level of understanding, software simply makes it easier to misuse a methodology.

5. Measures of Consistency 5
Some methods make available measures of the consistency of the judge's

responses. These can be used not only to evaluate results, but also to flag problems as they

arise during an analysis.
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16. Degree of Acceptance

Other things being equal, it is desirable to select methodologies that generally have

been accepted in the defense community either because there is an established track record

of analyses that have used those methodologies, or because practitioners are simply more

1comfortable with underlying concepts.

D. RELATED SURVEY

In an earlier study, Kneppreth et al. (1974) discussed a number of techniques for

the assessment of "worth". The techniques ranged from procedures for eliciting rank order

preferences to utility assessment methods. However, our understanding of "worth

assessment" has changed considerably since that report. Some methods have been

superseded by more sophisticated extensions (e.g., single-anchored estimation by the

Analytic Hierarchy Process). Others, such as direct scaling methods, have been questioned

by a number of researchers studying psychological measurement (Shepard, 1976,

Birnbaum, 1981). Others still, such as Voting Theory, and Paired Comparison Theory,

were not addressed at all. Finally, the Subjective Transfer Function Method was developed

after the publication of that work.

-- E. ISSUES FOR JUDGMENT METHODS

In this section we review some ideas that are important to consider when addressing
-- judgment studies. We refer the interested reader to the papers cited at the end of this

chapter f(,- additional discussion (e.g., Einhorn, 1974, Shanteau, 1988, Meyer and

Booker, 1989).

1. The Concept of Expertise

We frequently are interested in the opinions and judgments of "experts," respon-

dents who are assumed to be knowledgeable in an area of inquiry. We use expert

respondents because we expect their special knowledge of facts, relationships, and

reasoning strategies to render them a better source of information, judgment, and opinion

than would be the nonexpert. However, this assumption may be unwarranted. Without

reliable criteria for identifying experts, it is difficult to evaluate how much weight we

should give to expert responses?

Among the first questions that emerge from a consideration of expertise are -- What

is an expert? and How do we identify expert respondents? There exists a considerable
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literature on differences between experts and novices in various domains (Larkin, 5
McDermott, Simon, and Simon, 1980; Chase and Ericsson, 1981, 1982); this research,

however, does not provide useful criteria for recruiting expertise to collect judgment data.
We frequently "know experts when we see them" by their command of the subject area --
their "knowledgeability." Yet we do not have reliable criteria for assessing "expertise". 3
Should expertise be defined by titles or credentials?, by years of education or relevant

experience?, by number of relevant publications?, by identification by peers?, by

reputation?, by standardized rating schemes?

While indexing knowledgeability directly or indirectly, none of these criteria 3
guarantees that an "expert" respondent knows what is necessary to satisfactorily answer a

given question. 1 Significant mismatches between what an expert knows and the

information we seek may make a knowledgeable person appear decidedly nonexpert. This
view is consistent with Armstrong's suggestion (1978, 1980) that beyond a minimal level,

expertise is not a reliable index of accuracy in forecasting and prediction. In the studies he

reviews, expert respondents are identified using knowledgeability criteria similar to those
we suggest above, yet their expertise does not appear to correspond to an enhanced ability 3
to accurately forecast and predict outcomes. Rather than belittling their value, Armstrong's

observations suggest that there is information that even a knowledgeable individual cannot

be expected to provide. 2

A more sophisticated view of expert respondents recognizes that there is an 3
unknown degree of mismatch between what the expert knows and what information the
analyst seeks. The analyst's task, then, is to distinguish between those responses to place

confidence in, and those to ignore. How can we make use of this operational view of the
role of the expert as a source of judgment? First, we need to assess the relationship

between what we ask the respondent and what the respondent knows. .... "Exactly what

information are we requesting?"..."What does the respondent know with respect to

answering the question?" ..."What assumptions must the respondent make?".. ."What can 3
the respondent do with his knowledge to form a response?" For nontrivial questions,
wherein we ask the respondent to estimate or predict some unknown quantity, the answers I
to these questions are crucial; if the respondent cannot be presumed to have sufficient I
1 Shanteau, 1988, 1989, personal communication, has made very promising progress in identifying

"expertise" in a less narrow sense than we have taken the term here. Prillaman [1989], has made
progress in developing a procedure to flag potentially non-expert judgments. I

2 Martino (1980) questions whether the "experts" of Armstrong's review were exceptionally knowledge-
able in the subject under investigation.
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knowledge upon which to base a response, then he should not be expected to form an
"expert" response. Meehl (1951), for instance, in Clinical Versus Statistical Prediction has

pointed out that "expert prediction" of long-term social outcomes (e.g., success in college)

requires a model of mediating events of such detail that no one should be expected to make

accurate predictions on this basis.

Respondents who do not have the knowledge required to make an "expert"

response may nonetheless make an "informed" response. We then must question how the

experts actually formulated the response in order to determine our degree of confidence in

it. In some cases, the respondent may be able to report information on how he formed a
judgment (see Ericsson and Simon, 1980, 1984, for discussions on when such reports

may and may not be accurate, and on how to collect them). This information then might be

used to evaluate the "goodness" of the judgment. In other cases, analysis of the
respondent's judgments may reveal biases or inaccuracies. For instance, informed

responses may well be based on "simplified judgment strategies" similar to those reported

in the literature on human judgment and decisionmaking (Kahneman, Slovik, and Tverksy,
1982). These strategies are valid under some circumstances, but certainly not under many

others. We discuss a number of them below in Section 2, Heuristic Judgment Strategies,
but illustrate this idea with research by Neff and Solick (1983; also see Ryan-Jones, 1978).
Neff and Solick asked "expert" respondents to predict human performance during

continuous military operations. In both cases, the authors found that the "experts" were
not able to predict the actual performance well. However, the authors also never made a

convincing argument that their respondents should have been able to make accurate

predictions by detailing the "steps" they would need to go through to form valid and

acceptable responses.

What kind of knowledge would Neff and Solick's respondents have needed to

accurately predict performance during continuous operations? This is not a trivial question
and will not be addressed in detail here. However, it is sufficient to suggest that if

performance under continuous operations is predictable at all, a reasonable model of
performance on which to base predictions may well be nonlinear, involving interactions

among several variables. With the benefit of hindsight, we are not surprised that "expert"
respondents could not well predict performance on various tasks during continuous

operations. On the other hand, Neff and Solick did observe that their respondents made

"informed" responses consistent with "simplified" models of how performance changes

over time. Eighty five of 99 predictions conformed to the rule that performance would
remain the same or deteriorate with time. One person accounted for eight of the 14
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deviations from this model by consistently predicting that performance would recover in the !
last time interval of the operations. Sixty seven of 99 predictions conformed to the rule that
performance would strictly deteriorate over time. One additional person deviated f:,)m this3

concept by predicting that performance would not deteriorate over the first time interval.

Thus it appears that the "expert respondents" brought to bear performance models U
with some applicability, but not good enough for the purposes of the study. Ironically, as
a result of their research Neff and Solick themselves may have become more accurate 5
predictors of performance during continuous operations than were their expert respondents.

The authors did not test this conjecture. 3
A more sophisticated view of expert respondents also recognizes that when the

analyst does not have confidence in the "experts'" responses, the "experts" may
nonetheless have useful knowledge. For instance, rather than asking a respondent to make
a prediction for which useful predictive models already exist, the analyst might solicit 3
information on parametric inputs to the models or on data necessary to estimate the

parametric inputs. The expert respondent may be more able to provide factual data more

accurately than deriving a judgment or a forecast.

Our operational view of expertise points to the possibility that useful experts do not

exist for some areas of interest. In a controversial critique of the Delphi method, SackmanI
also questioned the availability of expert judges:

"A tacit, largely unchallenged assumption of the Delphi is that authentic
experts do in fact exist for predicting the extremely complex socio-
economic-technological events so common in Delphi questionnaires. Closer
scrutiny reveals this to be wishful thinking. Many of these events are initial I
forays into unknown areas requiring unknown skills, hence, unknown
'experts.' Even if such events are understood to some extent, they typically
presuppose a fantastic array of real, not shallow, skills .... When we match
predictions of complex sets of social events against 'experts,' we get
something like the fabled blind men examining the Indian elephant."
(pp. 34-35) I

2. Heuristic Judgment Strategies

The literature on human judgment and decisionmaking is replete with studies 1
demonstrating systematically inaccurate or "biased" judgments by experts and nonexperts

alike (Rubin, 1989). There are many sources for these inaccuracies. One such, described I
above in connection with Neff and Solick's (1983) research on expert military judges, is
the use of simplified models as the basis for predictions. More generally, when asked to 5
make difficult estimates or forecasts, nonexpert judges may well use so-called heuristic
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strategies to simplify the problem, to make the best use of available information, or to
simply respond to a difficult task request. Heuristic judgment strategies are not accurate

under all conditions, and may result in predictably "biased" judgments when they are not.

Spetzler and Von Holstein (1975) characterize these judgment strategies with regard

to subjective probability assessment:

"People seem to assess uncertainty in a manner similar to the way they
assess distance. They use intuitive assessment procedures that are often
based on cues of limited reliability and validity.
"To pursue the example with estimation of distance, it is known that people
consistently overestimate the distance of a remote object when visibility is
poor and underestimate the distance when the sky is clear. In other words,
they exhibit a regular systematic bias. This is because they rely on the
haziness of an object as a cue to its distance. This cue has some validity,
because more distant objects are usually seen through more haze. At the
same time, this mode of judgment may lead to predictable errors.
"These same characteristics apply to the assessment of uncertain quantities.
Here too, one relies on certain modes of judgment that may introduce
systematic biases." (pg. 344)

We hypothesize that there is a similarity between the nonexperts observed in
psychological studies and expert respondents who are "knowledge poor" with regard to

particular probes for information. When an expert cannot make an "expert response" based

on sufficient knowledge he may nonetheless make an informed response based on a

simplified heuristic concept of the judgment task and the system in question.

The similarity between nonexpert respondents in the lab and expert respondents in
more realistic contexts makes it worthwhile to briefly review the literature on heuristic

judgment strategies.

Among the first of the well-known studies on predictable bias in human decision-

making are those published by Kahneman and Tversky (Kahneman and Tversky 1971,
1973; Tversky and Kahneman, 1973; Tversky, 1974). Tversky and Kahneman (1973)

demonstrated that in a variety of experimental tasks, people frequently evaluate likelihood
using availability, the ease with which relevant instances of an event or concept come to
mind as a cue. In one study, Tversky and Kahneman read respondents lists of public

personalities. Respondents heard a list of 19 more famous people and 20 less famous

people. After listening to the list, respondents recalled more names of the more famous

people than names of less famous people. In addition, eighty of ninety-nine respondents
judged the class of more famous names to be more numerous in the list. Tversky and
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Kahneman suggest that respondents judged the relative frequency of the two types of 1
names by quickly recalling names and extrapolating recall success to a frequency judgment.

In extending their work out of the laboratory, Kahneman and Tversky suggest how i
the availability heuristic may be applicable to more realistic problems:

"We often construct scenarios, i.e., stories that lead from the present i
situation to the target event. The plausibility of the scenarios that come to
mind, or the difficulty of producing them, then serve as a clue to the
likelihood of the event. If no reasonable scenario comes to mind, the event I
is deemed impossible or highly unlikely. If many scenarios come to mind,
or if the one scenario that is constructed is particularly compelling, the event
in question appears probable." (pg. 229) I
Spetzler and Holstein (1975) continue:

"The credibility [likelihood] of a scenario to a subject seems to depend moren
on the coherence with which its author has spun the tale than on its
intrinsically 'logical' probability of occurrence." (pg. 347) 3
In other papers, Kahneman and Tversky (1972) demonstrated respondents judging

the probability of an event according to the degree to which it "represents" the essential

characteristics of its parent population or generating process. For instance, respondents
judge that a coin-tossing sequence of three heads followed by three tails (HHHFIT should
occur less frequently than a more random appearing sequence, such as (THHTHT). Both
sequences are equally likely. Kahneman and Tversky term this judgment strategy the
representativeness heuristic. I

Feller (1968) recounts a more naturalistic example of reasoning by representative-
ness. He writes that the spatial distribution of flying-bomb hits on London during the I
Second World War was random and well-approximated by a Poisson distribution.
However, he reports that most people believed that th.- hits were not random, but 3
deliberately aimed, because many areas were not hit zt all while several areas were hit

several times. The clustering they observed appeared to be unrepresentative of a random 3
process and the operation of an intuitive law of large numbers in which events "even out,"
given enough repetitions. I

Armstrong (1978) and Spetzler and Von Holstein (1975) discuss another judgment
heuristic, adjustment and anchoring. A particular value, the "anchor," is used as an initial

basis for formulating responses. The subsequent responses are formed by making
adjustments on this value. I
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I Fallon (1976) and others (Tversky and Kahneman, 1974, and Slovik, Fischoff,
and Lichtenstein, 1982, summarize some research results) have demonstrated the effect of
anchoring on subjective estimates of magnitude. Fallon asked respondents questions like
"What do you assess as the probability of the Pentagon having an area greater than1 (500,000 square feet/3 million square feet)?" and "What do you assess as the probability of
Sophia Loren being older than (55/35)?" where different respondents received the3 alternative numerical referents. Then asked to estimate the actual quantities, respondents
receiving a larger referent also made larger estimates on the average: 3 million versus 1.2
million square feet for the area of the Pentagon and 44.38 versus 42.96 for Sophia Loren's

age at the time.

Spetzler and Von Holstein comment that the adjustments from the anchor are often

insufficient because the anchor exerts such a "dominating influence" on 'the estimation
process. Further, the choice of anchor frequently is not chosen to be reasonable with
respect to the quantity being estimated (i.e., a high-valued anchor might be reasonable for
estimating a high-valued quantity).

I Of course it is not inevitable that such judgmental biases take place. However,
documenting bias in simple laboratory demonstrations points to the need to guard against
them in more important situations. In this vein, Spetzler and Von Holstein recommend
specific measures to preclude and ameliorate the effects of judgmental biases. Other3 authors have discussed methods for training good forecasters and estimators (Kahneman
and Tversky, 1977; Lichtenstein, Fischoff, and Phillips, 1977; Fong, Krantz, and Nisbett,
1986; Agnoli and Krantz, 1989, Meyer and Booker, 1990) and have discussed why some

estimators are better than others (Rubin, 1989; Winkler and Murphy, 1968). However, the
effectiveness of several of these procedures has yet to be assessed.

3. The Costs of Using Expert Respondents

5We noted earlier that knowledgeable respondents may not be able to provide
accurate judgments when the requirements of doing so exceed the respondents' resources.3 Recognizing this, a number of authors have argued that using respondents labelled "expert"
may create undesirable perceptions regarding the accuracy of the studies of which they are a3part. Specifically, an "expert halo effect" may lend unjustified authority to findings and
interfere with the responsibility of the analyst for the findings of the study and its accuracy.
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Sackman (1974) warns in his critique of the Delphi method -- 1
"Delphi is enmeshed in a pervasive halo effect. The director, the panelists,
and the users of Delphi results tend to place excessive credence on the I
opinions of 'experts' .... [Expert] panelists bask under the warm glow of
a kind of mutual admiration society. The director [of the Delphi study] has
the prestige of pooled authority behind his study, and the uncritical user [of
the study's results] is more likely to feel snug and secure under the
protective wing of an impressive phalanx of experts.

The result of the expert halo effect for Delphi is to make no one accountable. I
The director merely reports expert opinion objectively, according to
prescribed procedure; he is not responsible or liable for outcomnes .... The
user can always claim that he was simply following the best advice I
available, and that he is not responsible for what the experts say. Everyone
has an out, no one needs to take any serious risks, and no one is ultimately
accountable. With so much to gain, so little to invest at such low risk, nowonder this method is so popular. The Delphi belief structure is psycho- Ilogically held together by the cementing influence of the expert halo effect."

(pg. 34). 1
Armstrong (1980) concurs, remarking that a client who calls in the best expert

available avoids blame if the forecasts are inaccurate. 3
4. Validity, Generalizability, and Reliability: Three Dimensions of

Judgment Research

There are a number of ways that we evaluate and make sense out of research
results. However, what we shall refer to as validity, generalizability, and reliability are 3
especially important.

a. Validity I
One of the more important criteria in evaluating research results is whether the

research "measures what it purports to measure" (Armstrong, 1978, on "construct
validity"). We refer to this concept as validity .3

The validity of some studies may be questionable because they actually do not
measure what they purport to measure (e.g., the validity of an opinion about the quality of

a product may be questionable if the respondent has a financial interest in the product.). I
However, also important is that the validity of a research result is threatened because it does
not allow for an unambiguous interpretation. 5
3 Different authors (Campbell and Stanley, 1963, Armstrong, 1978, Brinberg and McGrath, 1985) define 5

validity more broadly or as being of different types (e.g., internal validity, external validity). We
restrict our definition of validity solely for the sake of clarity.
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I One important source of threats to unambiguous interpretability of judgment study

results is the questions used to elicit information. Inadequately specified questions require

the respondent to make assumptions to fill in gaps in order to answer the them.

Inadequately specified questions also allow the respondent to elaborate upon the questions3 in ways that may not be consistent with the intent of the study. As a result, the questions

that respondents are actually answering may not be the questions we intended to ask them.

3 Consider, for example, an analyst who wants to estimate the cost of software for a

system. The cost-estimating tool requires an estimate of software size in terms of words of3software, but the database measures software size in terms of lines of code. The analyst

consults with several local experts, asking How many words of software correspond to a

software line of code? The relationship between lines-of-code and words-of-software

varies from project to project, so there is no single number that is correct. Not wanting to

underestimate software size, the analyst picks a number somewhat larger than the mean

response, a "conservative" choice, as the number he will use. However, the analyst has
not specified what kind of number the respondents should provide. Thus, they may3 respond with a mean, a median, a conservative number, a liberal number, etc. Further, by

not specifying the kind of software application, the respondents may be referring to3 applications for which the factor is large relative to other applications. By applying his

own conservative screen to the respondent's estimates, the analyst may be using a number3 which, in fact, is more conservative than he actually desires.

A recent study by a Federal agency sought to evaluate the public's knowledge of

risk factors for contracting a dangerous virus. One means of transmitting the virus is

receiving blood from an infected person. The agency developed a question, If you recently

injected illegal drugs, should you give blood at a blood drive? The question strictly

requires an answer of "don't know," because there is no mention of the cleanliness of the
hypodermic needle, which is the critical attribute with regard to transmitting the virus. The3 study leaders reported that "don't know" would be scored as a lack of knowledge about

risk factors for transmitting the virus. Their "correct" answer is that blood should not be3 given. However, to knowledgeably give this "correct" answer requires an assumption that

the hypodermic needles in question were infected. This assumption may be warranted if

we assume that intelligent respondent will "psych out" the question, understanding its

purpose and underlying assumptions. However, properly viewed, this answer indicates

lack of knowledge of the risk factors for the virus. Indeed, poorly informed respondents

may respond "no, don't give blood" because they believe that it is the illegal drug rather

than the hypodermic needles that may be the transmission modality of the virus. This
3 1-13
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question and several others like it in the study survey are threatened by invalidity because I
we don't know exactly what they mean.

In his critique of the Delphi method, Sackman (1974) (see also Watson and i
Freeling, 1982, 1983; Schoner and Wedley, 1989; and Dyer, 1990 for corresponding

comments on "typical Analytic Hierarchy Process questions") argues that Delphi i
questionnaire items frequently are ambiguous.

"We find vague, generalized descriptions of future events, permitting the I
respondent to project any one of a large number of possible scenarios as his
particular interpretation of that event.

For example, the Delphi inquiry might be concerned, as in Baran's study I
(1971, [Institute for the Future, R-26)], with the 'Potential Market Demand
for Two-Way Information Service to the Home.' Baran had to leave vast
areas unspecified in asking panelists when such services were likely to be I
available and how much they would cost the consumer. These unspecified
areas included the configuration of hardware, software, and commun-
ications; the nature of federal, state, and local regulation of such mass
computer services; the mix of public and private support of the information
services considered; very brief general descriptions of the 30 information
services (typically one paragraph); no indication of how the public will be
taught to use such services; and many other socio-economic-technological I
areas impacting directly on these services .... As presently practiced, Delphi
is -- in many respects -- a psychological projective technique for future
inkblots." (pp. 50-51)

One step to ensure validity in subjective judgment studies is to make requests for

information as explicit as possible in terms of definitions, assumptions, and concepts 3
referenced. Spetler and Von Holstein offer the following guidelines:

"Clearly define the quantity. A good test is to ask whether the clairvoyant i
could reveal the value of the quantity by specifying a single number without
requesting clarification. For example, it is not meaningful to ask for 'the
price of wheat in 1975,' because the clairvoyant would need to know the I
quantity, kind of wheat, the date, the exchange, and whether you wanted to
know the buying or selling price. However, 'the closing price of 10,000
bushels of durum wheat on June 30, 1975, at the Chicago Commodity
Exchange' is a well-defined quantity." (pg. 344)

Payne (1951) in The Art of Asking Questions makes many useful suggestions for

crafting requests for information. Salancik, Wenger and Helfer (1971) considered

principles for constructing Delphi method questions that may have some generality. u
b. Generalizability

Generalizability is a second important perspective from which to view research I
results. Generalizability refers to the ability to apply results beyond the particulars of the
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Istudy that generated them. In principle, there is no way of assessing with certainty whether

the results of one study can be generalized. Campbell and Stanley (1963) comment about

generalizability ("external validity"),

"Generalization always turns out to involve extrapolation into a realm not
represented in one's sample.

Thus, if one has an internally valid [experimental] design, one has demon-
strated the effect only for those specific conditions which the experimental
and control golup have in common." (pg. 17)

However, we usually do generalize the results of a study by guessing at those3 aspects of the study which can be disregarded and over which we can generalize. We

naturally assume some attributes to be irrelevant to applying the results of the study. For

Sinstance, we typically do not worry that judgments collected on a Monday will only be

applicable on that Monday or on Mondays in general. We also frequently assume that the3 closer two things are in their "significant" dimensions, the more confidently we can extend

the results concerning one to the other. Of course, we rarely know "how close" the

concepts must be for the approximation to be "good enough". Thus, assumptions

underlying a generalization of results always should be carefully examined.

There are several kinds of threats to generalizability; a number of them have been

discussed as threats to validity in the literature on research design (e.g., see Campbell and

Stanley, 1963). However, whether they should be thought of as Lhreats to validity or to

generalizability is really immaterial; neither is desirable, and serious threats to

generalizability may so severely limit the applicability of results that the survey is rendered

Sas useless as if it were invalid.

The order in which questions are asked is one threat to generalizability. A3 respondent's estimate for quantity may depend on whether he estimated other quantities

before or after it; this may happen for several reasons. The first question may create a3 particular perspective for the second question (e.g., an anchor); or the first question may

elicit information pertinent to the second question that would not have been present

otherwise. Answering the first question may simply introduce a learning or practice effect

on answering questions. Alternatively, the respondent may lose interest in participating as

a respondent after answering the first question. The results of a study may thus be specific

to the particular ordering in which questions are asked.

Another threat to generalizability comes from respondent selection procedures.

Respondents may vary in their demographic characteristics, their level of experience and
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comfort in the role of "expert respondent," their self-interest in the outcome of the study, U
etc. That careful attention should be paid to these factors is self-evident.

In any study requiring recruitment of respondents, those who volunteer to partici- i
pate may differ from those who decide not to participate. Participants may have a strong
interest in the area of study or in the study's outcome. They may be those who disagree 3
with what they perceive the study's purpose to be or the use of anticipated results.

Respondents may be coerced into participation or they may be acquaintances of the study

director. Any of these factors may influence the results of the study in a way that limits its
applicability. In addition, when a study requires extended participation over time, respond- -
ents who persevere may be different from those who drop out in ways that compromise the

generalizability of the results. Campbell and Stanley (1963), Armstrong (1978), Sackman
(1974) and others discuss these as well as other threats to generalizability. They also
discuss measures to take when these threats occur (also see Winkler and Murphy, 1974 for

a discussion of the generalizability of judgment research to nonlaboratory settings.). m

c. Reliability 3
Reliability refers to the repeatability of a measurement or result, the extent to which

repetition of the measurement process will yield the same results. We are concerned here 3
with variability in measurement which is not systematic, and which is attributable to the

measuring instrument and its use rather than to change sin the quantity of interest.

In the presence of variability, we can only estimate the quantity of interest through
the measurement sample we have collected. Therefore, subject to cost-benefit

considerations, more reliability (less variability) should be preferred to less (more
variability). I

Basic techniques for assessing the reliability of a measurement instrument are well
established (Carmines and Zeller, 1988) and are of three types. Retest methods involve

making measurements on multiple occasions using the same measuring instrument on each U
occasion. Alternate form methods are like retest methods, except that the measurements are
made using related but not identical measurement instruments. For example, different 3
lotteries could be used to assess a utility function on multiple occasions (see Chapter V

describing utility methods). Finally, the split halves method is like to the alternative-form 5
methods except that the multiple measurements using related instruments are made on a

single occasion rather than on multiple occasions. For example, two sets of lotteries for

assessing a utility function could be interspersed within the same assessment session.
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I For all three methods, high reliability corresponds to obtaining similar results over

occasions, over related measurement instruments, or over both. Each method for
evaluating reliability has associated with it different methods for measuring reliability, as
well as different advantages and disadvantages. For example, the attribute being measured

may be more likely to change over dispersed measurements than over closely spaced

measurements. Thus, observed variability may not be due to the measurement instrument.3 Similarly, the variability observed when related measurement instruments are used may be

attributable to variation in measurement instruments rather than to reliability of the

i instruments per se.

We have not observed reliability studies of any of the procedures reviewed in this

3 paper.

5. "Identical" Studies with Different Results: Limits to Validity and3 Generalizability

We have argued above that research studies involving judgment data should be3 carefully evaluated for validity and generalizability. Familiar reports on the sensitivity of

survey research results to how information requests are phrased illustrates this view. A3 simple experiment run by Schoemaker (Withers, 1990) illustrates this concretely.

Schoemaker asked a class to evaluate a business proposition in one of two forms. The idea
was either stated as having an 80 percent chance of success or as having a 20 percent

chance of failure. Students given the "success" version of the idea were overwhelmingly

likely to favor the idea, whereas most of the students given the failure "version" of the idea

rejected it. The prognosis that there is an 80 percent chance of surviving an operation is

similarly viewed more optimistically than a 20 percent chance of not surviving. (Simon,
3 1990, pp. 9)

These and related results suggest that we should carefully examine our assumptions3 regarding the generalizability of research results. The results of this literature also suggest

that we should carefully assess whether the questions we ask will elicit responses that3 actually measure the quantity of interest. (see Payne, 1951)

Underlying the sensitivity of answers to question-phrasing is the human3 psychology that occurs between the analyst's probe for information and the respondent's

reply. Often overlooked but of great significance is that the respondent must gain an3 understanding of the question or task posed. We term this understanding representation.
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Representation involves more than the "literal" understanding of the linguistic I
elements of a verbal request. It also involves augmenting the request with assumptions,

related information, inferences, perspective-taking (Is a pint glass filled with a cup of water i
thought of as half full or half empty? Is a risk thought of as an opportunity to win or as a
chance to lose?), and the "adoption" of alternative representational formats (Is the linguistic 3
request best thought of as an algebraic relation, as a mental image, as a statement in
propositional logic?). 3

A good illustration of the systematic effects of language, task and representation

judgment has been reported by Hershey, Kunreuther, and Schoemaker (1982) for utility 3
function assessment procedures (also see Johnson and Schkade, 1989, and Johnson,
Payne and Bettman, 1988. Spetzler and Von Holstein (1975) have written a related paper U
on subjective probability assessments).

Hershey et al first observed that there are several types of utility assessment 3
procedures. The basic utility assessment procedure involves presenting the respondent

with a choice between obtaining a sure payoff (S) or a two-outcome gamble. The chance

payoffs are either a "large" payoff, denoted G and received with probability p, or a "small" I
payoff, denoted L and received with probability (I-p). Certainty equivalence (CE) methods
require respondents to state a level of S for fixed values of G, L, and p which makes them 3
indifferent between the sure payoff and the chance outcome of the gamble. For instance,

what value of a sure payoff would make you indifferent between receiving the sure payoff n

or accepting a gamble in which you receive $100 with probability 0.5 or receive nothing
with probability 0.5. In the probability equivalence (PE) method we fix S,G, and L, and

respondents state the value of p which makes them indifferent between the sure payoff and

the gamble.

In making CE- and PE-type judgments, a response will be of one of three types:
risk-seeking, risk-averse, or risk-neutral. A risk-seeking response sets the value of the

sure payoff to be more than the expected value of the gamble (e.g., I am indifferent U
between a sure payoff of $200 and a gamble which has equally likely payoffs of $300 and

$0. The expected value of the payoff is (.5)($300) + (.5)($0) = $150.) A risk-averse n
response sets the value of the sure payoff to be less than the expected value of the gamble.
A risk-neutral response sets the value of the sure payoff equal to the expected value of the i

gamble.

Hershey et al ran two utility assessment experiments. In one, each respondent 3
answered only CE- or PE-type questions for functionally identical lotteries. In a second
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U experiment, each respondent answered both types of questions. In both studies, risk-

seeking responses were more likely to occur in PE tasks than in CE tasks. Risk-averse

responses were correspondingly more likely to occur in CE tasks than in PE tasks. The

authors also found this result when they modified the experiment to remove a confounding

* factor.

In a third experiment, Hershey et al presented respondents with pure-loss decisions3 and mixed-outcome decisions. In pure-loss decisions, both the sure payoff S and the

payoffs G and L associated with the gamble are negative. In mixed-outcome decisions,3 G>O and L<O, but the expected value of the gamble is zero. Hershey et al created the
mixed-outcome decisions by adding a single constant to S,G, and L in the pure-loss

decisions so that G>O, L<O,and the expected value of the lottery equalled zero. Consistent

with observations of other studies, risk-seeking responses were more likely to occur for

pure-loss decisions and risk-averse responses were more likely to occur for mixed-outcome

decisions.

From these studies and other studies we observe that functionally identical tasks

stated in different language are represented differently by respondents. The result is a large

difference in the judgments made.

I These effects of language and task on subjective judgments has been termed a

"biasing effect". We argue, however, that this will usually be a misleading statementIbecause it suggests that there is some form of the task that is neutral and is therefore
"correct" or "best." Rather, language and task always establish a context for an

information request, and there may not be a neutral standard against which all other

contexts are biased. Thus, there may not be a universally best way of requesting3 information, although there may be a way that is "better" with regard to the requirements of

a particular study. Choosing a good method for eliciting responses requires a

correspondingly clear knowledge of the goals of the study and how they relate to ways of

requesting information.

3 6. The Value of Methodological Rigor: You Get What You Pay For

In the absence of hard data to support an analysis, our discussions with analysts3 and our reading of the literature suggest that expert judgment is seen as an acceptable means

for quantifying intangibles and other resistant quantities. One reason for this is that expert3i judgment sometimes appears to be the only means to the end. However, another reason

appears to be that analysts frequently view judgment methods as easy to implement,
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requiring no more than a "cookbook level" understanding of the method and how to I
implement it. Moreover, when judgment data are required quickly or in large quantity, the
"cookbook" attitude leads analysts to use ad hoc methods that appear to be reasonable, but 3
whose assumptions have not been examined. Ad hoc methods require few assumptions,

little effort, and less analysis. 3
Our discussion above and our reviews to follow suggest otherwise. We find that

careful attention needs to be paid to research design in order to preserve validity and

generalizability as best as possible. We also argue that expert respondents may not always

be able to provide expert responses. In fact, as a fallback, experts may adopt simplified 3
judgment strategies that are systematically inaccurate under specified conditions. To

combat this, expert respondents may be trained to minimize the use of heuristic judgment

strategies. However, it is not unusual for experts to not be so trained. Unfortunately,
since generally we cannot measure the value or interpretability of a study, it is frequently

difficult to characterize the degree of damage done by inattention to these threats or by 3
failing to test the assumptions of the research. We question the value of casually applying

subjective judgment methods when hard data are lacking. If the results of the study are 3
important enough, then time and care should be taken to do it well -- careful attention to

research design, pretesting, ameliorating the effects of judgmental bias, screening expert

respondents for their ability to address the questions posed to them, and evaluating the

assumptions underlying the methodology adopted. Not doing so compromises the quality

of the study results to a degree that usually cannot be estimated. Not being able to answer

the question "Are such results still "good enough" to be taken seriously?" may well imply

an answer of "no" more frequently than we realize. U
I
I
I
I
I
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II. THE DELPHI METHODI
This chapter presents an analysis of the Delphi method of forecasting. It is3 organized into five major subheadings, each followed by a (chronological) listing of

reference literature relevant to that particular major subheading. Each of the five papers3 presented in this study follows the same general outline for ease of reader reference and
comparison. Before beginning our dissertation on the Delphi method, we offer a brief
historical background of its development.

Analysts at The Rand Corporation (Helmer, 1963, 1967; Dalkey, 1967; Dalkey and
Helmer, 1968) originally developed the Delphi method as part of their work on the problem

of "using group information more effectively" (Kaplan, Skogstad, and Girshick, 1950;
Dalkey, 1969). Since that time, the Delphi method has become closely associated with
forecasting and planning studies. Dalkey and Helmer (1968) initially applied the method to
develop estimates of nuclear weapons requirements. Subsequently, practitioners have3 adapted the method to a variety of purposes, including measuring preferences and
subjective probability estimates, generating and exploring policy options, and facilitating
communication among competing interests. "The Delphi Method, Techniques and
Applications" (Linstone and Turoff (eds.), 1975), describes several different types of
Delphi applications. Two journals, Technological Forecasting and Social Change and

Futures have become important forums for reporting Delphi methodology research and
applications.

A. DESCRIPTION

3 The Delphi method is a technique for eliciting and refining group opinions. With
respect to this purpose, the developers intended the Delphi method to be a rapid and3 relatively efficient way to "cream the tops of the heads" of a group of knowledgeable

people. (Dalkey, 1969, pg. 16) Additional statements (Dalkey, 1969) imply that in3 designing the method, the developers sought to trade "depth" of group communication for

I
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improved implementation characteristics (e.g., speed of reaching stable group responses, I
level of effort required from respondents). The argument made in favor of this tradeoff

was that I
"...[while] round-table discussions and other psychological interactions
tended to produce significantly better predictions than the individuals,
equally good results could be obtained by statistically combining the
individual responses. The group's psychological interaction thus did not, in
itself, lead to improvement of the group's total ability at prediction as
defined by the statistically determined response." (Pill, 1971, pp. 58-59).

The loss of communication depth relative to other "methods" however, has, been a

focus of critical discussion of the Delphi method.

The theoretical focus of Delphi is on lessening the influence of purely social

processes on opinion formation and reporting. It introduced three features for this
purpose, which we take to be the method's defining characteristics. They are

Panelist anonymity. Individual panelists and individual responses are kept
anonymous in all interactions.

Iterative polling with "statistical feedback." Delphi panelists respond to prepared 3
questions from the process administrators, who provide feedback to the
panelists on the group's responses. The feedback consists of, but is not
limited to, tte central tendency of the group response distribution (e.g., I
median), or related descriptive statistics (e.g., high-low range, interquartile
range, frequency distribution). Process administrators also may provide for
more substantive group interaction, which may include responding to needs for I
information or clarification, reporting comments, requesting justifications for
responses, and requesting responses to these justifications. In this way, the 3
administrators moderate an "anonymous debate" among the panelists. 1

Question-feedback cycles are repeated until the group satisfies some criterion;
this criterion may be consensus-related, but it also may concern the availability U
of time, of funds, or of the panelists themselves.

Group response as a statistical aggregate. A measure of central tendency is usually 3
used to represent the group judgment. The group median response has been
the most frequently used measure of central tendency.

The rationale given for these three defining characteristics are relatively

straightforward, although subject to criticism. 3

1In the earliest reported studies, process administrators requested panelists holding statistically extreme I
opinions to justify their responses. Panelists holding opinions more statistically representative of the
group might then be asked to respond to these justifications. 3
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U Anonymity is thought to reduce the influence of asymmetries in reputation,
authority, prestige, etc., on judgment formation and reporting. It also is3 thought to facilitate changes of opinion which, when stated publicly,
individuals might be more resistant to change.

Selective feedback is thought to maintain the group's focus on the task, diminishing
I"social noise," such as discussion directed toward "group maintenance" goals.
(Dalkey, 1968) It also is thought to prevent individuals from dominating a
group discussion because of persistence, charisma, articulateness, etc.
Iterative polling allows panelists to reconsider their opinion relative to the
feedback received and to refine it with regard to information not considered in3 the preceding judgments.

Substituting a statistical summary of the panelists' opinions reduces explicit or
implicit pressures to reach a consensus. It also forces each panelist's judgment
to be explicitly represented in the group response. Thus, panelists who might
otherwise reserve their opinion until the direction of the group response3 becomes obvious are forced to express an opinion on each round.

Researchers have studied the Delphi method as a method and as a context for3 individuals interacting within a group. This research both describes the dynamics

underlying the "Delphi process" and tests ideas for improving the core Delphi

3 methodology.

Some important work describing the "Delphi dynamics" has been reported by

Scheib, Skutsch, and Schoffer (1975) and by Dalkey (1969) on changes in the response of
Delphi panelists over iterations. Delphi panelists who answered almanac questions were

fed back distributional information on the responses of the group. In one case this was a

histogram of the responses; in the other, a listing of the quartile boundaries of the

distribution. The authors found that the further a response was from the median or mode

of the group's responses, the more likely the panelist would change his response on the
next Delphi round in the direction of the statistical consensus. Further, the response3changes were not completely accounted for by an accompanying movement toward the

correct response. In a more illustrative demonstration, Scheib, et al, observed that false3 feedback could even move response away from the correct answer toward a false

consensus value. These results are very suggestive of the statistical bandwagon effect that3 forms the basis for some criticisms of the Delphi method, which we discuss below.

Illustrative of the "Delphi improvement research" is the work by Brown and Helmer3 (1964) and by Dalkey, Brown, and Cochran (1969). These authors found that panelist

subgroups with high self-ratings about almanac-type questions (e.g., What was the number

of telephones in Africa in 1966?) were more accurate than the less confident panelists.
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Other research aimed at improving the Delphi method has included looking at alternative i
criteria for terminating iterative polling (Scheib, Skutsch, and Schoffer, 1975; Dajani,

Sincoff, and Talley, 1979; Chaffin and Talley, 1980); eliciting and feeding back 3
distributional responses (Dalkey, Brown, and Cochran, 1969), including relevant facts in

feedback (Dalkey, Brown, and Cochran, 1970); and the effects of eliciting and feeding

back reasons for opinions (Dalkey, 1969).

The three defining characteristics of the Delphi method allow for considerable 3
variation among applications varying in goals and panelist characteristics. Some

applications have been collectively different enough from the original application to

forecasting and estimation that they have acquired a distinguishing name (i.e., the Policy
Delphi, Turoff, 1970, 1975; The Decision Delphi, Rauch, 1979). In addition, many

studies depart from strict adherence to the three defining features while still referring to

their methodology as "Delphi" or "modified Delphi."

BIBLIOGRAPHY
A. Kaplan, A.L. Skogstad, M.A. Girshick. "The Prediction of Social and Technological
Events," Public Opinion Quarterly, Spring 1950, pp. 93-110.
N. Dalkey, 0. Helmer. The Use of Experts for the Estimation of Bombing Requirements,
A Project Delphi Experiment, The Rand Corporation, RM-727-PR, November 1951.

0. Helmer. The Systematic Use of Expert Judgment in Operations Research, The Rand
Corporation, P-2795, September 1963.
B. Brown, 0. Helmer. Improving the Reliability of Estimates Obtained from a Consensus I
of Experts, The Rand Corporation, P-2986, September 1964.

N.C. Dalkey. Delphi, The Rand Corporation, P-3704, October 1967. i

0. Helmer. Systematic Use of Expert Opinions, The Rand Corporation, P-3721,
November 1967.

N.C. Dalkey, 0. Helmer. "An Experimental Application of the Delphi Method to the Use 3
of Experts," Management Science, Vol. 9, 1968, pp. 458-467.

N.C. Dalkey. The Delphi Method: An Experimental Study of Group Opinion, The Rand
Corporation, M-5888-PR, June 1969. I
B. Brown, S. Cochran, N. Dalkey. The Delphi Method, 11: Structure of Experiments, The
Rand Corporation, RM-5957-PR, June 1969. 3
N. Dalkey, B. Brown, S. Cochran. The Delphi Method, Ill: Use of Self-Ratings to
Improve Group Estimates, The Rand Corporation, RM-6115-PR, November 1969.
N. Dalkey, B. Brown, S. Cochran. The Delphi Method, IV: Effect of Percentile Feedback 3
and Feed-in of Relevant Facts, The Rand Corporation, RM-6118-PR, March 1970.
M. Turoff. "The Design of a Policy Delphi," Technological Forecasting and Social
Change, Vol. 2, No. 2, 1970.I

11-41

I



I

I H. Sackman. Delphi Assessment: Expert Opinion, Forecasting, and Group Process, The
Rand Corporation, R-1283-PR, April 1974.
H.A. Linstone, M. Turoff. "The DELPHI Method, Techniques and Applications,"
Addison-Wesley Publishing Company, Inc.: Reading, MA, 1975.
M. Scheib, M. Skutsch, and J. Schofer. "Experiments in Delphi Methodology." in H.A.
Linstone and M. Turoff (eds.), "The DELPHI Method, Techniques and Applications,"
Addison-Wesley Publishing Company, Inc.: Reading, MA, 1975.
M. Turoff. "The Policy Delphi," in "The DELPHI Method, Techniques and Applications,"
H.A. Linstone and M. Turoff (eds), Addison-Wesley Publishing Company, Inc.: Reading,
MA, 1975.

J.S. Dajani, M.Z. Sincoff, W.K. Talley. "Stability and Agreement Criteria for the
Termination of Delphi Studies," Technological Forecasting and Social Change, Vol. 13,
1979, pp. 83-90.

W.W. Chaffin, W.K. Talley. "Individual Stability in Delphi Studies," Technological
Forecasting and Social Change, Vol. 16, 1980, pp. 67-73.
W. Rauch. "The Decision Delphi," Technological Forecasting and Social Change, Vol. 15,
1979, pp. 159-169.

W.E. Riggs. "The Delphi Technique, An Experimental Variation," Technological
Forecasting and Social Change, Vol. 23, 1983, pp. 89-94.
W.G. Rieger. "Directions in Delphi Developments: Dissertations and Their Quality,"
Technological Forecasting and Social Change, Vol. 29, 1986, pp. 195-204.

SB. CRITICISMS, CAVEATS, AND REPLIES

A number of studies have compared the Delphi method with other methods for3 assessing a group opinion. This is a difficult kind of analysis to do well, and many studies
of the Delphi method in fact have not been done well; thus we have not extensively3 researched studies comparing Delphi with other methods. (Many were, in fact,

dissertations and thus do not appear in journal publications.) However, these and other
studies are referenced in the reviews made by Sackman (1974), Riggs (1983), and Rieger

(1986).

The reason such studies are difficult to do is because of the multidimensional nature

of the question and the "apples and oranges" nature of the comparisons being made. A

study reported by Riggs (1983) is a good example of the difficulties of making a "fair"

comparison. Riggs formed groups to predict the point spread of two home-team college
football games. One group used the Delphi method and the other used "group discussion."

The Delphi method produced forecasts that were more accurate. Riggs therefore concluded

that his study lent support to the view that Delphi produces more accurate long-term3 forecasts than did conference methods. However, we can argue that, for the purpose of
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comparing Delphi with group discussion in general, the methodology was woefully I
inadequate.

Forecasting by group discussion may depend highly on the directive and integrative

functions provided by an effective group leader. Running groups well is a skill that some

take to be a profession in itself. Rigg's groups were formed ad hoc by randomized
selection from classroom attendees; thus, there is no guarantee that the discussion groups

were run well. i

Riggs' conclusion that his Delphi groups outperformed his discussion groups is
certainly correct. However, the problems with his methodology preclude the generalization

that Delphi groups outperform conference methods.

There also are questions regarding what criteria should be used to compare I
competing methodologies. Methods may differ in accuracy (i.e., defined by a point

estimate, or by a prediction interval), implementation cost, time-to-cnnsrnsus. marginal
improvement in accuracy over time, marginal cost of accuracy differences, etc. Also, the

differences between methods in performance may well depend on the composition of the
group (e.g., demographic characteristics, interest of members in the question of interest,
"status" levels represented, etc.), and the importance of effective leadership if the group

cannot direct itself well. Rather than leading to an all-out winner, we hypothesize that I
different methods may be preferred under different circumstances. Intelligent use of the
Delphi method, or any other group problem-solving method, may depend on recognizing 3
what method is best for the current application.

Research reported by Brockhoff (1975) illustrates this point well. In comparing I
Delphi groups with "natural discussion groups," Brockhoff reported that Delphi groups

outperformed discussion groups in answering almanac questions, but were inferior in U
making short-range forecasts. Brockhoff was not able to explain this result, and we would

not want to generalize it to a working principle.

In this review of Delphi we focus on the soundness of the method's defining
characteristics and underlying assumptions, and point out methodological issues that may 3
need special attention by the practitioner. We have taken this approach for several reasons.

First, for the reasons discussed above, it is difficult to make a good comparison of

alternative methods; rather, it is more to the point to know what method is most suited

under given circumstances. Second, just as there is considerable freedom in implementing

the specifics of a Delphi method, so should there be restraint in adopting only those of the
Delphi's defining characteristics that suit the requirements of the study. Finally, our
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I literature review revealed that sloppy implementation may represent a greater threat to the
value of Delphi method results than would the validity of the method's underlying

assumptions.

There have been a number of methodological analyses of the Delphi method. One

in particular, Sackman's (1974) critique, has attracted the most attention. In it, Sackman
broadly condemned the method on the basis of general methodological standards and on the
basis of the method's underlying assumptions. Sackman felt that Delphi does not meet
accepted scientific standards for questionnaire-type and other social science methods. As a

result,
"Neglect of standard experimental guidelines may lead to uncontrolled
variations in results and inability to define, replicate, and validate methods
and findings. This neglect may be acceptable for an informal exploratory
technique, but it is unacceptable for a rigorous social science experiment."i (pg. 12)

However, most of Sackman's comments concern deficiencies he observed in the
method's practice (Linstone, 1975, Hill and Fowles, 1975, Goldschmidt, 1975, Rieger,
1986) rather than in the method's inherent characteristics. Nonetheless, his comments are
significant. Sackman observed that Delphi investigators do not...3 "...Subject numerical results to rigorous statistical controls and analysis.

For instance, Delphi estimates should be accompanied by confidence
bound-type statements of precision and comparisons between estimates
should be accompanied by statements of statistical significance.

"Evaluate the reliability of questions prepared for Delphi panelists.
"Adequately evaluate the validity of the questions prepared for panelists.
Furthermore, the questions asked are frequently ambiguous, requiring each
panelist to make assumptions in order to answer them. The panelist may
then not be answering the same questions in their responses.

"Document the qualifications and experience of their panelists so as to
operationally define their expertise. Further, the skills required by the
Delphi questions are not explicitly matched to the objectively measurable
skills of the panelists.

"Take care to preclude or control for the influence of panelist demographic
II characteristics or panelist dropout on the study outcomes. Nor do they take

care to ensure that Delphi panelists do not have an interest in the outcome of
the study."

On the basis of these criticisms, Sackman concluded that "...conventional Delphi
neglects virtually every major area of professional standards for questionnaire design,

administration, application, and validation." (pg. 27)
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As we pointed out above, his criticisms do not regard the inherent characteristics of n
the method itself, but rather the practice of the method as he observed it. Sackman did,
however, raise several criticisms which appear to be inherent to the method: 3

"We do not understand well the circumstances under which anonymous
polling is superior to face-to-face discussion in formulating a group
opinion....

"The alleged superiority of anonymous Delphi opinion over face-to-face
opinion, and its converse, are unprovable general propositions. They
cannot be proved or disproved, in general, because the propositions are I
amorphous stereotypes and are not amenable to scientific testing unless they
are operationally defined." (pg. 45)2 3
We similarly do not understand well the circumstances under which group opinion

is superior to individual opinion.

Delphi deliberately eliminates the adversary process inherent in face-to-face
confrontation. In the eyes of Delphi practitioners this is a positive attribute because it
mitigates undesired social processes. However, Sackman not only thought otherwise but
also thought the "anonymous debate" to be a weak substitute for face-to-face confrontation. 3
He argued that

"...authentic consensus refers to group agreement reached as a result of
mutual education through increased information and the adversary process,
which leads to improved understanding and insight into the issues."
(pg. 45)

Although writing in response to Sackman, Coates (1975) concurred.
"He [Sackman] ignores the numerous variations, advances [in the Delphi
technique] and so forth.. .that more effectively address the issues of Delphi I
as a tool for drawing forth ideas, options, alternatives, diagnoses, etc."(pg. 194)

Overall, none of these criticisms is sufficient to determine whether or not to use the U
Delphi method in a given study. For instance, without information on the circumstances

under which anonymous polling is superior to face-to-face discussion, it cannot be used as I
a general basis for preferring one method over another.

Another of arckman's comments that the quality of the Delphi consensus is I
questionable concerns an inherent characteristic of the Delphi method, but deserves a
separate treatment.

2Sackman doesn't define the term "superiority," but his usage suggests it refers to both the quantity of
relevant information upon which estimates are made, and the absence of deleterious group social processes. 3
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I "The Delphi procedure arrives at a consensus by feeding back the 'correct'
answer, by rewarding conformity and effectively penalizing individuality,
... It [authentic consensus] does not refer to changes of opinion associated
primarily or exclusively with bandwagon statistical feedback." (pg. 45)

Ford (1975) has come to a similar conclusion, although his argument refers more to

observations of Delphi practice than to inherent characteristics of the method.

"Delphi is meant to reduce pressure toward conformity and it is claimed that
'there is no pressure to arrive at a consensus.'(Dalkey (1968) p. 4)..Yet the
controlled feedback of a typical exercise is designed to influence subsequent
estimates in the direction of the whole group while ignoring possible
emergent subgroups or cliques. There may not be any overt pressure to
reach a consensus, but feedback constitutes an obvious pressure to
influence conforming response changes." (p. 139.)

The Delphi method is premised on sampling the opinions formed solely on the basis

of "facts" perceived to be directly relevant to the study.3 However, Sackman's concern

about the quality of the Delphi consensus is precisely that statistical feedback leads panelists

to conform to the perceived group opinion under the pressure of group social processes.

Furthermore, Hill and Fowles (1975) have pointed out that unmotivated Delphi participants

may simply conform to the average response in order to bring the process to an end.

Do the hypothesized conformity-inducing aspects of the Delphi method make its

accuracy worse than other methods? We have not found unambiguous answers to this

question, and we suspect that the answer varies with the specifics of the Delphi study and

the individual characteristics of the participants. A particular group of self-confident

panelists may be unmoved by the group mean opinion if they believe their opinion to be

correct. Others may adjust their opinion closer to the group mean if they are unsure about

the quality of their opinion. However, a good process administrator should be able to3 prevent this from happening.

To Sackman's comments we might add Ford's concern about "public commitment"

(1975). He defines public commitment as a social process whereby stating a position

publicly makes it difficult to change the position. "...in the worst case, Delphi does not

force rethinking of a problem and thus tolerates the same answer over iterations without

thought." (pg. 140)

3What constitutes "relevant facts" is subject to debate. For instance, the opinions of prestigious experts are
arguably relevant to forming an opinion. However, the Delphi method is clearly designed to exclude
second order information e.g., about the sources of information.
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Sackman's critique provoked a number of responses. The journal Technological I
Forecasting and Social Change published a number of them in 1975 (Coates, Goldschmidt,

Schieele). However, for our purposes, most did not substantively address Sackman's 3
itemized comments; rather, they argued in more general terms. For instance, Coates and

others argued that the Delphi method provides an essential tool for certain objectives, not all

of which may require precise quantitative estimation. Coates writes of his use of the Delphi

method,

"[It] is not a scientific tool, nor is it related to a scientific experiment or a
scientifically structured activity. (pg.193) .... By the same token, the criteria
in evaluating a Delphi are not so much that it is right but that it is useful
[emphasis added]. The value of the Delphi is not in reporting high
reliability consensus data, but rather in alerting the participants to the
complexity of issues." (pg. 194) 3
In response to his own critique, Sackman (1976) reported an exploratory variant of

the Delphi method intended to correct the method's deficiencies while retaining its valuable

features and ideas. This method is described in more detail below in Section C,

methodological variants and extensions.

Of all the responses to Sackman's critique (Hill and Fowles, 1975; Coates, 1975;

Schieele, 1975; Linstone, 1975), Goldschmidt's (1975) was the most substantive and

perhaps the most influential (Rieger, 1986). He correctly argued that many of Sackman's
comments regarded the practice of the method rather than its inherent characteristics.

However, he did not address the substance of many of Sackman's important concerns

about the method itself. For instance, he objected to the social science standards to which

Sackman referred in his critique. He explained that the standards were developed for 3
standardized tests and not for the "social experimentation and opinion questionnaires."

However, he did not explain why the standards are not sensible for controlling Delphi 3
studies, regardless of their origin.

Goldschmidt also addressed Sackman's concern that Delphi panelists shift their 3
responses to the group median as a result of "extraneous" group social processes.

Sackman referred to the consensus as specious and unauthentic. In response, Goldschmidt

contested Sackman's choice of words. He argued that

"...an expressed group opinion does represent a consensus and [that] the
way in which the consensus is reached is another matter .... Any group I
opinion is subject to the constraints under which the group formed that
opinion." (pg. 205)
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U However, Goldschmidt does not discuss whether a consensus formed on the basis

of conformity to an initial group median response is a useful or desirable result, nor does

he summon any evidence to dispute Sackman's claim of a "statistical bandwagon effect."
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C. METHODOLOGICAL VARIANTS 3
The purpose of this section is to briefly review "Delphi method variants" which

have been developed to correct for weaknesses identified in critical reviews. These studies

are reported here to illustrate how the core Delphi method may be extended for
requirements of specific studies. 3

We review three major Delphi variants here, "Shang Inquiry" (SI) (Ford, 1975),
"Participatory Polling" (PP) (Sackman, 1976), and "Qualitatively Controlled Feedback"

(QCF) (Press, 1979a, b).

Ford developed the SI primarily because he felt that the Delphi method did not force
panelists to rethink their answers over iterations. In particular, panelists near the group
median response may simply repeat their response again and again, knowing that it is near

the group average. The SI attempts to address this by modifying the second defining
characteristic of the Delphi method, iterative polling with statistical feedback.

The SI is initialized by developing a response range that contains the true value of

the quantity to be estimated; the panelists state a preference for the upper or lower half of

the range. The majority response then determines a half range to be used for a subsequent I
round. The process ends when the initial range has been bisected enough to achieve a

specified level of accuracy. Ford assumes that at each iteration, the panelists reconsider the 3
unknown quantity with regard to a new reference point. Of course, this may not be true --
If asked whether a quantity is greater or less than 5, I may estimate it to be 8, and respond 3
accordingly on successive iterations. Ford compared the SI to two Delphi variants in an

experiment and reported encouraging results. However, he did not address the important

question of whether there are particular circumstances under which SI should be preferred

to other methods.

Sackman developed the PP method as an exploratory demonstration ("prototype

trial") of how to correct Delphi method deficiencies (Sackman, 1974) while retaining its

valuable features and ideas. An objective central to his demonstration was to institute a
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I "balanced adversarial procedure" whereby statistical feedback would be augmented with the

full range of reasoning underlying the all of the panelists' responses.

Sackman provided for a "balanced adversarial procedure" by requiring all panelists
to provide written justifications for all their first round responses. In the second round, he

provided panelists with essentially all distinct justifications, and required them to rate the

importance of each justification before making their second round responses. By doing

this, he hoped to force examination and consideration of both the substance and the content

of the other panelists' first round responses.

I The PP method does not actually represent a significant departure from the core
definition of the Delphi method. None of the three defining characteristics precludes
soliciting justifications and including them in the feedback. In fact, the only, departure from

the core method is Sackman's tolerance for situation-specific departures from perfect

anonymity. However, in his own study, the departure from perfect anonymity was fairly

modest. The panelists met in an open briefing prior to the first round of questions in order

to define the area of inquiry and establish a common understanding of its content. Further,

Sackman stated that the panelists could contact other panelists to compare views on their
own initiative, because "...we believed that more discussion would generally lead to more

useful and thoughtful opinion." (pg. 14)

Press' QCF method differs from the Delphi method in that subjects do not receive
statistical feedback over iterations. After answering the questions of primary interest, the

panelists record the reasons for their response. The process administrators combine these

reasons, eliminating duplicates, and feed these back to the panelists for the next round.
The process ends when when the panelists do not add any new reasons to the composite

* from prior rounds.

Press developed the QCF to address the "statistical bandwagon" issue. He

observed, like Sackman, that

"...when feedback is quantitative (say, the median response is fed back),
there is an artificially induced pressure towards consensus, since panelists
will often move their subjective judgments towards the median on
successive rounds, if they see that their earlier responses are outliers.(1979a, pg.5)

I"When quantitative measures, such as the mean, are fed back, the panelists
are psychologically pressured to shift their answer on the next round
towards the given mean. Social psychologists are very familiar with this
phenomenon of group conformity." (1979b, pg.3)
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He argued that because QCF feeds back only the reasons supporting individual I
judgments, panelists are likely to shift their responses only on the basis of the logic of the

presented reasons and those they might have failed to consider on prior rounds.
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D. SUPPLEMENTARY TECHNIQUES: CROSS IMPACT ANALYSIS

Unlike the other methods we review in this paper, the Delphi technique is

exclusively geared toward data collection rather than modelling or data analysis. As a

result, many Delphi studies are methodological hybrids, in which the authors combine the

Delphi method with other analytical techniques. There are many possible such

combinations. I
In this section we introduce one kind of analysis which is associated with using

Delphi-derived data to niodel complex systems -- "cross impact analysis."

In modelling complex systems, we frequently need to represent dependency and

feedback relationships between events and entities. There are many ways of doing this.

Conventional discrete event computer simulation is one such method. Systems dynamics

methods and differential equations provide deterministic means for modelling complex

systems (Kane, 1975, Roberts, 1976).

With its use for long-range forecasting, Delphi practitioners also have viewed the i
path to alternative futures as complex systems -- the occurrence of one event may influence

the likelihood of another event; several events may influence each othe.r in this way in a

feedback relationship. As a result, a number of methods for modeling complex systems
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I have evolved in the context of long-range forecasting by the Delphi method, all under the
idiom "cross impact analysis".

There is no single cross-impact analysis method because the choice of method
depends upon the analytical problem. In addition, there have been disagreements over the

best way to do probabilistic cross-impact analysis. Dalkey's (1975) approach uses Bayes'
Theorem and the laws of probability to update and make consistent the probabilities of
interrelated future events. On the other hand, others have rejected this approach (Turoff,

1972, Helmer, 1977). The debate on how to best perform probabilistic cross-impact
analysis has largely appeared in the journals Futures (Mitchell and Tydeman, 1976; Godet,
1976; McClean 1976; Kelly, 1976; Helmer, 1977; Mitchell, Tydeman, and Curnow, 1977;
Enzer and Alter, 1978) and Technological Forecasting and Social Change (Turoff, 1972;

Jackson and Lawton, 1976; Godet, 1976).

Apart from the probabilistic methods, the systems dynamics approach to cross-

impact analysis taken by Kane (1975) also has been associated with the Delphi method.
Kane's work concerns the time-dependent magnitude of system characteristics rather than

the time-dependent likelihood of events. An example helps to clarify this idea.

Consider the question, "What is the effect, over time, of increased gasoline taxes on
1) road maintenance costs; 2) taxi fares; 3) the cost of suburban housing?"

In the case of road maintenance costs, the answer might be "a decline over time"

because of declining road use.

In the case of taxi fares, the answer is less clear. The response, "an increase" might
be justified if the demand for transportation remains the same, while private auto use
declines. On the other hand, fares might decline if the industry expanded under the
perception of increased demand for taxi services. The purpose of Kane's cross impact
method is to develop a representation of a complex system that the mathematics of the

method can use to "crank out" predictions of this sort.

The methodology is general enough that it could also be used to address questions
more distantly related to the "what if' event, such as that about the effect of a gasoline tax

on the cost of suburban housing.

3 Finally, the supermatrix generalization of Saaty's (1978) analytic hierarchy method

is also a cross-impact method. We review the analytic hierarchy process method elsewhere

in this paper.
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In addition to those papers cited above, we list several below that discuss cross- I
impact analysis, develop other cross-impact methods, or illustrate cross-impact methods
with interesting applications. I
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S. Enzer and S. Alter. "Cross Impact Analysis and Classical Probability," Futures, June1 1978, pp. 227-239.
T.L. Saaty. "The Analytic Hierarchy Process," New York: McGraw Hill, 1978.

R.K. Sarin. "A Sequential Approach to Cross-Impact Analysis," Futures, Vol. 10, 1978,
pp. 53-62.

R.E. Jensen. "Reporting of Management Forecasts: An Eigenvector Model for Elicitation
and Review of Forecasts," Decision Sciences, Vol. 13, 1982, pp. 15-37.

E. DEFENSE-RELATED APPLICATIONS

I A search of the Defense Technical Information Center's (DTIC) database for

references on "Delphi techniques" yielded the bibliography appearing in Appendix B of this3report. We augment the bibliography below with excerpts from this listing that we believe

to be especially valuable to our discussion.

U BIBLIOGRAPHY

N.C. Dalkey, O.Helmer. "An Experimental Application of the Delphi Method to the Use of
I Experts," Management Science, Vol. 9, pp 458-467, 1968.

R.G. Leahy, N.B. Ohman. A Method for Determining an Optimum Reconnaissance
Sensor Mix, Air Force Institute of Technology thesis, GSA/SM/70-07, June 1970, DTIC.
L.J. Sebastiani. The Delphi Technique and its Applicability to Army Systems Analyses,
U.S. Army Materiel Systems Analysis Agency, Aberdeen Proving Ground Technical
Memorandum No. 127, June 1972, DTIC
G.F. Elsbernd. The Use of the Delphi Method Within the Defense Department, Auburn
University thesis, May 1974, DTIC AD 920 545.3 J.C. Duperin, M. Godet. "SMIC 74 - A Method for Constructing and Ranking Scenarios,"
Futures, August 1975, pp. 302-312.
O.A. Larson, S.I. Sander. Development of Unit Performance Measures Using Delphi
Procedures, Navy Personnel Research and Development Center, San Diego, CA, NPRDC
TR 76-12, September 1975.

S.W. Peterson. Numerical Methods for the Evaluation of Potential Research and
Development Contractors, Army Materiel Command, Texarkana, Texas, USAMC-ITC-02-
08-75-214, DTIC AD-A009 415, April 1975.

F.W. Ross. A Cost-Effectiveness Model, Choice Through Preferences, Army Aviation
Systems Command, St. Louis, Missouri, DTIC AD A006 205, February 1975.
W.L. Brockhhaus, J.F. Mickelsen. The Delphi Method and its Applications: A
Bibliography, Industrial College of the Armed Forces, DTIC AD A035 463, June 1976.
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H. Sackman. Toward More Effective Use of Expert Opinion.: Preliminary Investigation of I
Participatory Polling for Long-Range Planning, The Rand Corporation, P-5570, October
1976.
R.B. Mitchell, J.Tydeman, R.Curnow. "Scenario Generation: Limitations and

Developments in Cross-Impact Analysis," Futures, June 1977, pp. 205-215.

D.W. Bunn, M.M. Mustafaoglu. "Forecasting Political Risk," Management Science, Vol.
24, No. 15, 1978, pp. 1557-1567. I
J.D. Campbell, J.D. Carlin. A Description of a Logistically Ideal Aircraft, DTIC AD-A148
425, September 1984.

D.J. Bonney. A Quantitative Method for Determining Artillery Basic Loads of I
Ammunition, DTIC AD-A161 891, August 1985.

F. BIBLIOGRAPHIES OF STUDIES AND APPLICATIONS i
W.T. Weaver. Delphi, A Critical Review, Syracuse University Research Corporation, RR-
7, February 1972. I
H. Sackman. Delphi Assessment: Expert Opinion, Forecasting, and Group Process, The
Rand Corporation, R-1283-PR, April 1974. 3
W.L. Brockhhaus, J.F. Mickelsen. The Delphi Method and its Applications: A
Bibliography, Industrial College of the Armed Forces, DTIC AD A035 463, June 1976.
W.G. Rieger. "Directions in Delphi Developments: Dissertations and Their Quality," 3
Technological Forecasting and Social Change, 29, pp. 195-204, 1986.

G. APPLICATION SOFTWARE BIBLIOGRAPHY I
W.E. Cundiff. "Interactive Software for the Capture, Management, and Analysis of Data in
Delphi Inquiries," Technological Forecasting and Social Change, Vol. 28, pp. 173-185,
1985.
W.E. Cundiff. "Interactive Software for the Capture, Management, and Analysis of Data in
DELPHI Inquiries: Defined Fi .ctions in APL," Technological Forecasting and Social
Change, Vol. 34, pp. 189-195. 988.

H. EVALUATION AND COMMENTS 3
We have remarked that the three defining characteristics of the Delphi method allow

for considerable variation amongst applications. The potential for variation is so great that a

for the purpose of evaluation, indeed, for all practical purposes, there is no "Delphi

method." Commenting on any particular variant omits a great number of related 3
alternatives; similarly, demonstrating that one particular implementation of the Delphi
method is superior in some way to a "non-Delphi" method does not generalize to other

Delphi variants or to applications of the same methodology differing in purpose and
panelist composition.
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U The broader question, and the important question, that the Delphi method has

brought into relief is how to improve the acquisition of information from a group of

respondents.

The developers of the Delphi method were interested in making improvements by
reducing the occurrence of "undesirable" group social processes. A secondary goal may
have been to make the process inexpensive relative to group discussion methods in terms of

Inecessary resource commitments (e.g., time, level of respondent effort). Naturally,

designing a system involves tradeoffs, and the Delphi method is no exception. Thus, for3 instance, the method's developers and most ardent practitioners felt that anonymity and
statistical feedback allowed for greater freedom of expression. However, the method's

critics (Sackman, 1974, 1976; Press, 1979a,b) have argued that anonymity and strict

numerical feedback limit the reasoning and argumentation that add substance to a collective
judgment. Dalkey (1969) characterized the Delphi method as a rapid and relatively efficient
way to "cream the tops of the heads" of a group of knowledgeable people. This suggests

that the accuracy of Delphi results may be less than that achievable by other methods (i.e.,9commissioning an in-depth study) under some circumstances.

We therefore feel that the appropriate question to ask is not "What about the Delphi

I method?", but "How should we intelligently design a process for acquiring information
from a group of respondents?" The classically defined Delphi method provides threej suggestions for doing this -- anonymity, iterative polling, and statistically defined group
response. Later research on the Delphi method made additional suggestions concerning

confident panelist subgroups, introducing additional information, and other ideas. A recent

report issued by Meyer and Booker (1989) identifies a number of threats to the validity of

group judgmental data and suggests ways to counter them.

However, many questions about how to design an effective information acquisition
process remain. Is anonymity important? If so, under what conditions? Does feedback of
reasons and substantive argumentation help? If so, under what conditions? Is statistical

feedback of group response a good idea? If so, under what conditions? What kind of3 accuracy can we expect from these methods? Under what conditions can we expect this
level of accuracy? Is statistically defined group judgment worse than requiring an actual

consensus? If so, under what conditions?

Our evaluation thus revolves around a recurring theme. For every idea about the

acquisition of information from a group of respondents we should ask -- "Does it help?

Under what conditions?" We also should ask the corresponding question about criticisms --
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Is the avoidance of adversarial discussions a bad idea? If so, under what conditions? Does I
the classical Delphi method encourage a "statistical bandwagon effect"? If so, under what

conditions?"

Unfortunately, we have observed the Delphi literature to contain many

unsubstantiated claims and criticisms. Some authors implicitly appeal to common sense I
and intuition, which are not necessarily reliable bases for reasoning. Further, some claims

and criticisms are justified with reference to laboratory experiments and demonstrations i
made under limiting "laboratory" environments. As a result, there are real questions about

whether we can generalize these results to the breadth of interesting applications (see

Winkler and Murphy, 1974 for an example from subjective probability assessment).

The consequences of this state of affairs are twofold. First, the practitioner does I
not have many general guidelines for designing an information acquisition process that

have been empirically evaluated in a "realistic" context. Second, the practitioner does not

have many specific guidelines differentiating when some design features work well and I
when they don't. Naturally, this lack of information also makes evaluation of specific

methods like the Delphi variants (Ford, 1975, Sackman, 1976, Press, 1979a,b) difficult, if 3

not impossible.

As a result, the best that we can offer at this point are three suggestions. i
First, carefully analyze the proposed study and tailor the methodology in a way that

is "sensible" for the requirements of the study. The literature on the Delphi method, on I
group social processes, and on group problem-solving applications can be a good source

for ways to tailor a methodology to particular requirements (e.g., Sackman, 1976, Press, 1
1979a,b, Meyer and Booker, 1990).

How do we then know that a study design choice is "sensible?" Some of the b
evidence to support "sensibility" will come from the empirical literature on group problem-

solving and group processes. However, one must be careful not to make unwarranted I
generalizations from studies whose findings should be interpreted narrowly (Winkler and

Murphy, 1974). The remainder of support for sensibility will have to come from

experience and intuition. In particular, one should seek the advice of a person with

experience in conducting group process studies. Applied carefully, experience and

intuition may well provide a better basis for designing a data collection method than

applying a standard method "in cookbook fashion."

Any design choice (e.g., anonymity vs direct confrontation, "statistical consensus" i
vs instructed consensus) may carry both costs and benefits. For instance, if the panelists
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V are mutually respectful acquaintances with a history of cooperative efforts (e.g., "an
effective team"), then anonymity may be both unnecessary as well as undesirable.
Panelists who know each other well also may know the areas in which each has expertise,

or experience which suggests additional weight or consideration be given to his judgments.3 On the other hand, if the panelists differ greatly in reputation or authority, then anonymity

might provide benefits that outweigh its costs.

Second, proposed study designs should be pilot-tested to allow for modifications

and fine tuning.

Finally, there are specific steps in the areas of panelist selection, questionnaire
design, and statistical controls that the analyst can take to assure the quality of his particular
study. Sackman (1974, 1976) reviews many of these steps; we discuss related issues

earlier in this document.

3REFERENCES
S.E. Asch. "Effects of Group Pressure Upon the Modification and Distortion of
Judgments," in E. Maccoby (ed), "Readings in Social Psychology," Third Edition,
London: Holt, Rheinhardt, and Winston, 1958.
R.L. Winkler, A.H. Murphy. "Generalizability of Experimental Results," in Von Holstein
(ed.), "The Concept of Probability in Psychological Experiments," Dordrecht, Holland: D.
Reidel Publishing Company, 1974.
H. Sackman. Delphi Assessment: Expert Opinion, Forecasting, and Group Process, The5Rand Corporation, R-1283-PR, April 1974.

D.A. Ford. "Shang Inquiry as an Alternative to Delphi: Some Experimental Findings,"
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I III. ANALYTIC HIERARCHY PROCESSI
This chapter presents an examination of the Analytic Hierarchy Process. It is organized

into four major subheadings, each followed by a (chronological) listing of reference literature

relevant to that particular major subheading. Each of the five papers presented in this study

follows the same general outline for ease of reader reference and comparison. Before beginning

our detailed discussion on the analytical hierarchy process, we offer a brief explanation of its

Imethodology.
A. DESCRIPTION

3The Analytic Hierarchy Process (AHP) is a measurement technique developed by Thomas

Saaty and his colleagues in the early 1970s. The AHP's purpose is to measure quantities for

I which expertise allows subjective estimates of relative magnitude. Such quantities include those

that fall outside the scope of ordinary physical measurement techniques, but do not exclude those

5 Ithat are conventionally measurable.

The measurements are claimed to be ratio-scaled (Saaty, 1980). Ratio-scaled

measurements are determined up to a similarity transformation -- multiplication of the

measurements by a positive constant. Thus we can rescale the measurements to different units

(e.g., pounds to kilograms, dollars to yen) and not affect several kinds of conclusions made about

I the measurements. Specifically, a similarity transformation on ratio-scaled measurements does not

change 1) rank orderings (Is A or B heavier?); 2) differences when corrected for a change in units

(How much heavier is A than B?); or 3) ratios (How many times is A heavier than B?). 1

Consider the ratio-scaled measurement of A in terms of some attribute to be a and that of B to be b, and a>b.

Multiplication by a positive constant k does not change the rank order of A and B in terms of that attribute (ka
> kb). That is, A is heavier than B whether we compare their weights in kilograms or in pounds, where
kgs=2.2xlbs. Nor does a similarity transformation change the difference between the measurements of A and B
(a-b) after the unit of measurement is taken into consideration ((ka-kb)/k=a-b). The measured difference in

weight between a I kilogram object and a 2 kilogram object does not change when the objects are measured in
pounds if the difference in pounds is corrected for the change in units. Finally, multiplication by a positive
constant doesn't change the ratio of two measurements ((ka/kb)=(a/b)). If A weighs twice as much as B, then
the ratio of the measurements will be the same whether we weigh them in pounds or in kilograms.

Physical temperature, unlike weight, is frequently not a ratio-scaled measurement. As a result, we may lose
the invariance of ratios after a similarity transformation. For instance, the Celsius scale, in which water freezes
at 00 and boils at 1000, is not a ratio-scaled measurement system. The "warmth" ratio between physical
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1. Main Components

The AHP has three main components: hierarchical decomposition, pairwise judgment, and

synthesis of overall ratings. In the terminology of the AHP, the ratings are called weights, or l
priorities. We will use the terms "weights" and "priorities" interchangeably here.

a. Decomposition

The purpose of decomposition is to facilitate the analysis of a system by breaking it down

into components. Decomposition facilitates the analysis of a system when 1) there is "better"

knowledge (i.e., more accurate, easier to obtain) regarding the components and their relationships

than that regarding the system as a whole; and 2) there is a method for aggregating the knowledge

of the parts that preserves this superiority. The form that decomposition usually takes in the AHP

is decomposition into a hierarchy. 2 Decomposition of systems into more general network I
structures is allowed and may be necessary under some circumstances. Saaty has developed a
generalization of the AHP to handle these cases. We discuss these cases below in Section 3.c. on I
AP assumptions regarding independence of hierarchy elements.

Within the AHP, an overall goal (e.g., rank the alternatives, determine the expected I
outcome, derive weights for allocating resources) generally occupies the single node at the top of

the hierarchy. The attributes, forces, or criteria (henceforth referred to as "criteria") that bear on

accomplishing the goal occupy the next level of the hierarchy. Successively decomposing these

elements and their descendents yields the sub-elements through the next to last level of the

hierarchy. The alternatives constituting the decision space occupy the lowest level of the hierarchy S
and are nested underneath the lowest level criteria.

The alternatives may be "alternatives" in the conventional sense of the term (e.g., weapon

systems, research and development projects); however, they also may be more general

characteristics, or elements. For instance, alternative "probabilities" of an event can be viewed as
alternatives (e.g., 0-20 percent, 21-40 percent, etc.). In assessing the amount of resources to
allocate to one of several projects, we are interested in ordering or weighting the alternatives, as

I
temperatures of 10 C and .010 C, both of which are within a degree of freezing, is not equivalent to that
between 1000 C and 10 C. The reason that temperature on the Celsius scale is not a ratio scaled measurement
is that the lowest temperature is -273.150 rather than 00. Correcting for the lowest temperature, the "warmth"
ratio between 10 C and .010 is only about 1.003 (274.15(273.25), whereas that between 1000 C and 10 C is
about 1.361. These ratios are certainly closer to our felt -ttuitions.

2 We use me term according to its usual meaning. However, for a more precise reference, Saaty (1980, 1986) has

given the concept of hierarchy a more precise definition.
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i opposed to choosing one or more from the set. However, for the purpose of this paper, we will

generally refer to the elements at the lowest level of the hierarchy as alternatives or options.

Most hierarchies are complete (Saaty, 1980, pg. 42), that is, all alternatives are judged with

respect to all criteria at the next higher level in the hierarchy. However, some hierarchies may not

be complete. For example, we cannot legitimately compare walking or bicycling to a bus with
regard to relative carbon monoxide emission levels -- ratios containing a zero (e.g., 5/0 or 0/5) are

undefined. Incomplete hierarchies present a problem -- all things being equa', incomplete
comparison sets receive normalized priorities that are larger than complete comparison sets. For5 instance, alternatives A, B, and C may have weights of 6/10, 3/10, and 1/10 on one criterion, and

alternatives A and B may have weights of 1/3 and 2/3 on another, equally important, criterion.
Although alternatives A and B each dominate the other by a 2 to I ratio on one criterion, the

absence of alternative C from one comparison gives alternative B a greater total weight, an artifactIof the incomplete hierarchy.

Saaty (1980, pg. 42) suggests weighing the priorities of each comparison set "by the ratio
of the number of elements in that set to the total number of all [alternatives]'. (Dr. L. Vargas has

suggested in a personal communication that this approach is only intended to apply to absolute
measurement in the AHP (see Section C.2)). However, simple counterexamples show this not to5be correct. At the time this review was written, this issue had not yet been satisfactorily addressed,
although approaches have been suggested (L. Vargas, personal communication; W. Wedley,

I" personal communication).

Figure 111-1 is a hierarchy adapted from Tullington, Batcher, and Guess (1985) for3 evaluating candidate infantry rifles. In the example, rifle effectiveness is decomposed into thrie
criteria -- performance, suitability and supportability. These criteria are themselves decomposed
into constituents. Performance, for instance, comprises target acquisition ability, penetration

ability, lethality, hit probability, and volume of fire capability. Target acquisition ability itself takes

place under conditions of day, night, and smoke/fog. Volume of fire capability is a function of theI stowed ammunition load, the number of rounds carried in the rifle, the sustained rate-of-fire, and
the rifle's reliability during operation. Figure Ill- I does not show the lowest level of the hierarchy,3 in which the candidate rifles are nested under each element of the lowest level of the hierarchy

(e.g., day, night, smoke-fog, lethality, hit probability).

1
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RIFLE i
EFFECTIVENESS

PERFORMANC h SUIAB.IYUPPORTABILIY I
TARGET -day SIGNATURE -acoustic DURABILITY
ACQUISITION -night -visual

-smokeffog PORTABILITY -weight MAINTAINABILITY.preventive
-all* -corrective

PENETRATION -light vehicles SYSTEM
-body armour ALTERNATE -bayonet RELIABILITY
-materials FUNCTIONS -grenade

LETHALITY launcher SUPPLY -spars/
-vehicleaccessor

MIT PROBABILITY mount -Interoperablly
RESPONSIVENESS

VOLUME OF FIRE-stowed load
.Weapon capacity-amtri

-sustained rate EASE-OF-USE -aim time
-reliability -fire time
(operational) -reload time-immediate I

salton time

SAFETY -accldentaldischarge

-cook off

Figure I11-1. Rifle Effectiveness Hierarchy I
(adapted from TuIiIngton, Batcher & Guess, 1985)

b. Pairwise Judgments

The second component of the AHP requires collecting pairwise judgments among all

elements descended from a common parent one level higher in the hierarchy. The meaning of the
term "priority" varies according to the content of the problem, and alternately is interpreted as:

importance, intensity, dominance, priority, preference, weight, value, likelihood of occurrence,

etc. The judgments regard the relative "priority" of the elements. In the rifle effectiveness I'
example, this means pairwise comparisons among Performance, Suitability and Supportability to

determine their relative importance as "determinants" of rifle effectiveness. Within Performance,

we require the relative priorities of target acquisition, penetration, lethality, hit probability, and

volume of fire as "determinants" of rifle performance. Within target acquisition, we require the

relative priorities of the day, night, and smoke/fog elements as conditions under which target I
acquisition takes place. Within the signature component we require the relative priorities of its

acoustic and visual constituents. At the lowest level of the hierarchy, we require pairwise I
comparisons among the rifle candidates with respect to each lowest level performance criteria (e.g.,

target acquisition during day, during night, and in smoke/fog; lethality; acoustic and visual

signatures; durability; etc).
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I Judgments of relative priority are ratio-type judgments. The statement "rifle #1 is twice as

I good as rifle #2 in terms of system reliability" might be one such judgment. The AHP allows

ratio-type judgments to be made in terms of either verbal/categorical scales or numerical scales.

The permitted numerical responses comparing a stronger to a weaker element vary between

I 1 and 9. Those comparing a weaker to a stronger element vary between 1 and 1/9th.

The responses on the categorical scale are: equal, weakly more, strongly more, very

strongly more, or demonstrably more and absolutely more. These categorical responses
respectively correspond to the odd-valued numerical responses. The even-valued numerical

responses correspond to between-category responses on the categorical scale. For the purposes of

the review, we consider only the numerical scale.

The AHP requires forcing the numerical valuation of how any element I compares to any

element J to be the reciprocal of how I compares to J. For example, if we judge one criteria to be

four times as important than another, then the second criterion must be valued as being only a

fourth as important as the first. As a special case, the value associated with the comparison of anyI element with itself is taken to be 1.

c. Synthesis of Overall Priorities

SThe third component of the method requires determining the overall priorities for the

alternatives. This involves two activities: For each of the elements compared among each other,3whether alternatives with respect to criteria (e.g., rifles with respect to "hit probability") or criteria

with respect to higher order criteria (e.g, the weight given to day, night, and smoke/fog conditions5as subcriteria of target acquisition), the procedure estimates the "true" priorities underlying the

pairwise judgments. Across the entire hierarchy, we weight the priority estimated for each element

by the priority of its parent one level up in the hierarchy. At the end, we compute the priority of a

given alternative by summing the priorities computed for it under each criterion with respect tog which it has been evaluated.

(1) Eigenvector Prioritization

'The methodology for estimating the priorities underlying the comparative judgments is one

of the major methodological innovations represented by the AHP. However, Saaty and others5 continue to discuss the relative merits of alternative estimators. We discuss the~e alternative

methods below in Sections B and C on critiques and extensions of the AHP, respectively. In this3 section we describe Saaty's original eigenvector prioritization method.
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Let A = [a be the nxn matrix of judgments comparing element i with element j (e.g.,
element i is a i times as important as elementj with respect to some criteria.). We force aii=J and

we typically set aji=l/aij., although the method does not iequire forcing equality in this way. As a

result, A is a special kind of matrix called a positive reciprocal matrix.

Saaty's method for estimating the priorities underlying a positive reciprocal judgment i
matrix is to determine its principal eigenvector. The rationale for doing this is relatively
straightforward and is easily summarized.

Let Wi be the true priority (e.g., weight, intensity, value, importance, etc.) of the ith
element. Under perfect consistency in judging relative priorities the responses a.. a to
equal the ratio Wi / W .. As a result, aik= (aij) (ajk) for all j because a ik=Wi / Wk=(Wi / W.)(W.

J k J J
Wk)). For example, if I is twice as good as J (ai-=2) and J is three times as good as K 3)t
then I is six times as good as K (aik=6 ). As a result, (aij)(W) = (wi) for all j, and the sum over
allj {j=l..n} of the product (aij)(W ) equals (n)(Wi). This is true regardless of the value of i,

i=l..n}. 
I

We express this summation in matrix notation as AiW=n(W), where Ai is the ith row of A
and W is the vector of priorities Wi) underlying the judgments [aij]. We can include all rows of A I
in the summation with the expression AW=nW.

The solutions A and x to any relationship of the form Ax=X x, where x is a vector and X is
a scalar, are respectively the eigenvalues of the matrix A and their associated eigenvectors. When

the judgments are consistent in a positive reciprocal matrix, that is, when all
(aij)=(Wi)/(Wj)=(aik)(akj), all but one of the eigenvalues will eoual zero. The nonzero eigenvalue

will be n and its associated eigenvector in the solution will thus be the vector of priorities 5
underlying the judgment data.

Most matrices will not be consistent because of inconsistencies in judgment (e.g., B,
measurement error), biases, shifting judgment criteria, and other causes. For instance, suppose a
respondent judges A to be twice as important as B and B to be three times as important as C. A 5
consistent respondent would judge A to be six times as important as C. However, we generally do
not expect the respondent to make the perfectly consistent response. Further, the consistent n
response may be less obvious when using the verbal/categorical scale (eg, A is between "equally"
as important as B and "weakly more" important than B and B is "weakly more" important than C,

implies that A is between strongly and very strongly more important than C). I
As a result of inconsistency, aij generally will not equal Wi/W j and (aij)(Wj ) generally will

not yield the same estimate for Wi over all j. For instance, suppose we know the priority of A to
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U be 6 (WA=6), that of B to be 4, and that of C to be 2. We then expect the comparison of A to B to

yield a response of 1.5 (aAB= 614 ) and that of A to C to yield a response of 3 (aAC=6 / 2 ).

Multiplying aAB by WB gives WA (1.5x4=6), as does multiplying aAC by WC. However, if the

respondent is not exact in making a response, the response to A and B might be 2. As a result,
I (aAB)(WB)= 8 (2x4).

If the judgment inconsistencies are "scattered" around the true value of (Wi/W j ) then an

I "average" of several products (aij)(Wj) over j might serve as a reasonable estimate of Wi. In order

to identify one such function we refer to three results from linear algebra-

3h First, theorems due to Perron and Frebonius assure that positive reciprocal matrices have a
positive eigenvalue that exceeds all other eigenvalues in absolute value. Associates; with this5 eigenvalue is an eigenvector that is positive in all of its components and is determined up to a

similarity transformation (Saaty, 1980).

5 Second, where there is a solution to the eigenvector problem for positive reciprocal
matrices, the n eigenvalues sum to n. In the case of the consistent matrix A, we have seen that3 there is one nonzero eigenvalue with value n.

Third, the eigenvalues and eigenvectors of a consistent positive reciprocal matrix A change
only by a small amount as a result of "small" perturbations to its elements aij. The model of

perturbations underlying inconsistent judgments is multiplicative. These results hold because the

eigenvectors and eigenvalues of a matrix depend continuously on the components of the matrix A.
That is, aij=(Wi/Wj)(1+dij), where dij is the proportion which aij differs from (Wi/Wj).

As a result of the third assertion, the largest eigenvalue of an inconsistent judgment matrix

is close to n and the remaining eigenvalues are close to zero. The eigenvector associated with this

largest eigenvalue is similarly close to that which would have been obtained had we not perturbed

the matrix of judgments. The principal eigenvector thus represents an estimate of the unknown
values of the Wj. We denote these estimates in this paper by wj.

(2) Hierarchic Composition

The AHP forms priorities for each of the alternatives at the bottom of the hierarchy through
an "averaging" procedure that Saaty terms hierarchic composition. Replace the priority wj of each

I element in the third level of the hierarchy by the product of that priority and the priority of the

element in the second level to which it is subordinate. Repeat this process through the lowest level

of the hierarchy. At the lowest level, sum the weighted priorities over each distinct alternative.
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Saaty and others have provided numerous examples of hierarchic composition (see the 3
bibliography of published applications listed at the end of this section.). We have adapted the rifle

effectiveness hierarchy illustrated in Figure M1I-I to demonstrate hierarchic composition here. 3
Figure 111-2 presents a simplified version of the hierarchy presented in Figure 111-1 in

which we have omitted some elements of the hierarchy. We have also associated with each 5
element a priority estimated for it.

The hierarchy for rifle effectiveness displayed in Figure 111-2 is a four level system. At the 3
top is the main focus -- determine the effectiveness of the four candidate rifles. At the second

level, we display the three criteria contributing to rifle effectiveness. Performance, suitability, and 3
supportability have estimated priorities of 0.5, 0.3, and 0.2, respectively. The performance factor

consists of two components, target penetration capability and target acquisition capability,

weighted .6 and .4, respectively. However, we must weight these priorities by the 0.5 priority of

their parent, performance. Thus, we replace the priorities determined as a result of pairwise

comparison by 0.3 (0.6x0.5) and 0.2 (0.4x0.5).

We compare three rifles at the lowest levels of the hierarchy with regard to the criteria to 5
which they are subordinate. Thus, the three rifles have been weighted 0.3, 0.3, and 0.4 with

regard to their capability to penetrate targets. However, because the weighted priority of

penetration is 0.3, we weight the three rifles' priority under penetration by 0.3. Thus, we replace I
the respective priorities of 0.3, 0.3, and 0.4 by 0.09 (0.3x0.3), 0.09, and 0.12 (0.4x0.3). We

similarly weight the priorities of the three rifles under target acquisition, suitability, and r

supportability.

I
I
I
i
I
I
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~Goal

Ga 
Rifle Effectiveness

Criteria:
Importance

Performance (.5) Suitability (.3) Supportability (.2)

Subcrlterla:
Importance

Penetration (.6): Target Acquisition (.4):

(.6X.5) =(.3) (.4X.5) = (.2)

Alternatives:
Performance onsubcriteria

Rifle #1 (.3): (.3X.3) = (.09)

~ RIf le #2 (.3): (.3X.3) = (.09)
5 Rifle #3 (.4): (.4X.3) = (.12)

Figure 111-2. Rifle Effectiveness
(adapted from TuIlington, Batcher & Guess, 1985)

Finally, we add the weighted priorities of each rifle wherever they occur in the hierarchy toI determine its overall priority. The sum of these overall priorities will sum to 1.0.

I2. Indices of Consistency

A second of Saaty's important innovations is a consistency index for assessing the

aggregate consistency of pairwise comparisons. Recall that in the case of perfect consistency
(e.g., no measurement error), the largest positive eigenvalue associated with the nxn positive3 reciprocal matrix of comparisons (A) has the value n. However, with perturbations, the maximum

eigenvalue increases by a "small amount". Thus, the departure of the maximum eigenvalue from n
indexes departures from perfect consistency in the A matrix. Saaty has developed two measures of
inconsistency in order to more precisely assess its presence in A (see Belton, 1986; Golden andUWang, 1989; and McCurdy, 1989 for alternative procedures for measuring inconsistency).

The consistency index (CI) measures departure from consistency. CI equals (max-n)/(n-

i 1), where kmax is the maximum eigenvalue of the matrix of judgments. Saaty (1986a) has

demonstrated that this function is convex, achieving its minimum of 0 when the matrix is perfectlyI consistent. He has also demonstrated that [(2)(CI)] is an estimate of the variance of dij, the error

component underlying inconsistent judgments, where aij=(Wi/Wj)(l+dij).

The consistency ratio (CR) is the ratio between the CI of a matrix and the average of the

CIs of "randomly" generated matrices (RI) of identical size. Saaty (1980, pg. 21) provides Ris fo,
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matrix samples of 500 drawn for sizes up to ll and for samples of 100 for sizes from 12 to 15. 1
Saaty (1980, pg. 62) also presents the means and variances of RIs for samples of 100 matrices

ranging in size from n=2 to n=15.

In judging the relative inconsistency of a judgment matrix, Saaty (1980, pg. 21) suggests

that a CR no larger than 0.10 is considered acceptable. Crawford and Williams have remarked that !

"...because the eigenvector does not fit into any standard statistical framework, there is no readily

available device against which deviations from consistency can be measured, (Crawford and i

Williams, 1984). However, Vargas (1982) lends support to this decision rule, showing that

"...random consistency follows a truncated normal distribution and that an 3
acceptable upper bound of the ratio between the consistency of a reciprocal matrix
and its corresponding average random consistency is 10%. (Vargas, 1982, pg. 80)

In order to provide an empirical basis for judging consistency statistics, Budescu, Zwick

and Rapoport (1987) performed a Monte Carlo study of the sampling distribution of CI. They

estimated the distribution of the CI for "random" matrices of size 4, 6, 8, 10, and 12 constructed

from pseudo-random variates "uniformly distributed" on the interval [1/9,9]. Consistent with
AHP practice, they also forced aii=1 and aji=l/aij. 3

Budescu (et al) present tables listing lower-tailed 1 percent, 5 percent, and 10 percent

critical values for CI. That is, when a calculated CI is less than a tabled critical value (e.g., 0.471 1
for a matrix of size 6 and a significance level of 0.05) we should reject the null hypothesis that the

CI was calculated from a randomly generated matrix. For the 0.05 level of protection these critical f
values range from 0.09 for a matrix of size 4 to 0.804 for a matrix of size 8. Note that these imply

CRs that are somewhat more liberal than the "critical value" of 0.10 suggested by Saaty (1980)

(eg, (.804/1.41) = .57 >. 10, where 1.41 is the consistency index computed for a "random matrix"

of order 8. Saaty, 1980, pp. 21). In addition, Kamenentzky (1982) has remarked that the CI may
be high when "consistency is high" but certain independence assumptions are not satisfied (pg I
711, see section 3.c below).

The authors also estimated regression functions for 1 percent, 5 percent, and 10 percent i
level critical values with matrix size as a variable. We compared the critical values estimated with

these functions against the corresponding tabled critical values and found uncomfortably large 3
differences. In addition, some critical values computed from the regression equations were

negative. For a matrix of size 4 and sampling distribution tails of I percent, 5 percent, and 10 i

percent, Budescu's tables give critical values of 0.148, 0.090, and 0.035. However, their

regression equations give critical values of -0.082, 0.039, and -0.069. For matrices of size 6, the

respective tabled values are 0.596, 0.471, and 0.237. However, the regression function gives

111-10 3
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I critical values of 1.021, 0.925, and 0.365. We therefore suggest that Budescu's regression

I equations be used only with great care.

It may be advisable to take remedial steps when a judgment matrix has been determined to

be "too inconsistent." Indeed, this is implicit in the act of defining consistency indices and

identifying 0.1 as a "critical value." However, there is little clear guidance in the literature on the

best procedures for remediating an excessively inconsistent matrix.

IIn some analyses, CRs that are large by Saaty's standard are reported but not remediated.

Saaty (1980) himself has reported such results. On the other hand, some software implementing

the AHP suggest reconsidering judgment matrices with excessive CRs. Some software

additionally point out matrix entries that contribute the most to the overall inconsistency, implying

I that reconsideration should be given to these judgments first.

However, the problem of dealing with inconsistency in the AHP has some of the flavor of

I the problem of handling influential data and outliers in statistics, and in regression analysis in
particular. Intervening in the data improves the overall fit, but at the cost of discarding

information. Thus, excessive zeal in modifying judgments may tailor the priority estimates to well-

fitting data points, but otherwise compromise the integrity of the results.

gWith regard to the AHP, it also is not clear that judgments contributing the most to overall

inconsistency are those that should be changed. If they are not, then the results may be biasedI away from the underlying priorities.

3. AHP Assumptions

I Saaty (1986a; also Harker and Vargas, 1987) has developed four axioms that underlie the

AHP. We discuss three of them here as important underlying assumptions (The fourth axiom

simply requires all alternatives and criteria to be represented in the problem hierarchy).

3 a. Reciprocity Assumption

The subjective priority (i.e., importance, strength, value) of an element i compared to an
element j (aij) is the reciprocal of the subjective priority of the elements compared in reverse order,

(aij=l/aj i ). In practice, we take this assumption as given and force the reciprocal relationship

between each of the aij and aji pairs. However, we should note that there may be problems with

this approach.

Evidence from the research on the psychology of language (psycholinguistics) and the

psychology of judgment and decision making suggests that responses to a question like "How

I II11-
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does the weight of the less-valued element compare to that of the more-valued element?" may I
systematically vary from the reciprocal of those answering questions like "How does the weight of

the more-valued element compare to that of the less-valued element?" Treating such a systematic I
difference as a context effect would require pairwise comparisons to be collected for the entire [aij

1, (i ]) matrix. The reciprocity requirement for the [aij ] matrix would then require a procedure for 3
reconciling inevitable inconsistencies between. the aij and aji elements.

b. Homogeneity Assumption I
The relative priorities of the elements being compared should be no greater than some S

constant K (K(wi/Wj) K for all ij)). Saaty refers to this condition as p homogeneity. Saaty

(1980) suggests that if any two elements violate this assumption, then the set of elements being be

compared should be subdivided so that the relationship is satisfied within the subsets and between

the subsets. Although the homogeneity assumption does not require any particular value for K, a

value of 9 has been generally used in practice (Saaty, 1980).

Consider the weights of 4 stones respectively weighing 1, 2, 5, and 10 pounds. As it I
stands, the set violates p homogeneity for K = 9 because 10/1 > 9. One partition of the stones

which remediates this violation is to put the two lightest stones in one set and the two heaviest

stones in another. The average weight of the stones in the second set is five times that of those in

the first set and the weights of the stones in each set are comfortably within a range of nine to one.
Clustering in this way can also be used as a strategy for reducing the number of pairwise
comparisons to be made among a large set of criteria or alternatives.

Harker and Vargas (1990) demonstrate that violation of this assumption may not 3
"materially" effect the results. However, systematic research has not be done to suggest under

what conditions this may be true. 5
c. Independence Assumption I
The third assumption regards dependence between elements. However, before continuing,

we require some terminology. Saaty (1980) and Saaty and Takizawa (1986) have defined several

terms for discussing dependence in systems.

"Functional dependence is what we usually understand by the dependence of one
set of elements on another set of attributes or criteria used to compare or score 3
them.

"Functional dependence itself may be between sets [i.e. between elements in 3
adjacent hierarchy levels] or within a set [i.e. among elements in the same hierarchy
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level]. The former is called outer dependence of one set on another. The latter is
called inner dependence where the elements of a set are on the one hand outer
dependent on a second set, and on the other conditionally dependent among
themselves with respect to the elements of the second set which serve as attributes."
(pg. 230)

The assumption required for the AHP is that there should be neither inner dependence

among elements at a given level nor outer dependence of criteria on alternatives. Two examples
I developed by Saaty and Takizawa depict inner and outer dependence and illustrate why the core

AHP methodology cannot handle them. For all cases, Saaty and Takizawa also illustrate how to

properly collect comparison data and synthesize overall priorities from them.

In the first example, Saaty and Takizawa consider the goal of prioritizing job promotion
candidates. The hierarchy has three criteria, research record, teaching ability, and community

£ service.

The problem illustrates outer dependence because the importance of the criteria with regard

to evaluating the candidates might differ among the candidates. This could happen when the
candidates types are heterogeneous. Hypothetically, teaching ability might be the most important

criteria for judging a dance teacher, publication record might be the most important criteria for
judging a mathematics teacher, and community service might be the most important criteria for

I judging a social work teacher.

In order to analyze systems having this kind of outer dependence, Saaty (1980) has
developed a generalization of the core AHP methodology called the supermatrix method. Harker
and Vargas (1987) explain the rationale underlying the method in non-technical language using a

3 network model.

The principal methodological change introduced by the supermatrix methodology is that for
all criteria that an alternative K depends on, we require a judgment of relatively how important a

criterion A is compared to a criterion B with respect to evaluating alternative K. Relative priorities

for alternatives with respect to criteria and for criteria with respect to alternatives can be separately

obtained by eigenvector prioritization. Denote the i +j order matrix which contains these priorities
as U = [uxy]. The element Uj,(j+i) contains the priority of the ith alternative with respect to the hl

i criterion; UQ+i)j contains the rriority of the jlh criterion with respect to the ith alternative. The

limiting value of lim U2K +1 is a matrix which contains revised priorities that take into account
K--+oo

the mutual dependence between criteria and alternatives.I
3 III-13
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In the second example, Saaty and Takizawa illustrate a hierarchy with inner dependence. I
The purpose of the system is to evaluate the relative importance of several motorcycle subsystems

(i.e., brakes, steering, body frame, engine, etc.) to the operation of the motorcycle as a whole.

The functions defining motorcycle operation are stopping, turning, running, accelerating. In this

example, several of the functions are related to each other. As a result, the priority of any function 3
depends of those of the others.

The analysis requires three steps: 1) prioritizing the functions with respect to their 3
importance to motorcycle operation. Which function should be emphasized more in a motorcycle

and by how much more?; 2) prioritizing the subsystems to each other with respect to each function.

Which subsystem is more important to this function and by how much?; and 3) comparing the

functions to each other with respect to their influence on a given function. This last takes into

account dependencies among the functions. For instance, turning requires the ability to stop the i
wheels from rotating while controlling the acceleration of the engine. With regard to turning, is

stopping or accelerating more important, and by how much? I
Generalizing the core AHP methodology to this case of inner dependence actually requires

no changes to the method if the problem is formulated correctly. The second level of the hierarchy

is motorcycle function. The third level of the hierarchy also has motorcycle functions, but

subordinate to motorcycle functions in the second level. The third level contains the motorcycle 3
subsystems. We estimate priorities and hierarchically compose overall priorities on this hierarchy

in the usual way. I
A number of authors (e.g. Dyer and Wendell, 1985; Schoner and Wedley, 1989; Dyer,

1990a, 1990b) have suggested that the assumption of independence of criteria weights from I
alternatives is never satisfied, and that this violation introduces serious problems. The treatment of

this argument in the critical literature is discussed below. Other authors have discussed

assumptions underlying the AHP that are less frequently discussed or are taken for granted (eg,

that respondents can unambiguously interpret comparison questions and can made ratio-scaled

comparisons). We discuss these below in Section B below.

4. AHP AND UTILITY THEORY 3
As a method for numerically evaluating preferences among alternatives, the AHP would

appear to share some underlying features with the multiattribute value (MAV) and multiattribute 3
utility (MAU) approaches to assessing preferences (Kamenetzky, 1982; Dyer and Wendel, 1985;

Belton, 1986; Zahedi, 1987; Dyer, 1990a, 1990b). In fact, some researchers argue that the AHP 3
is essentially an additive MAV method. It is claimed that in both cases, the scores (e.g. priorities,
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I values) of alternatives consist of a linear function (eg, weighted average) of their scores with

respect to the decision criteria. The criteria weights constitute the coefficients (eg, the weights of

the weighted average) of this linear function.

Dyer has, in part, formulated his critique of the AHP around the relationship he observes

between the AHP and multiattribute utility /MAV theory (Section B, below.). In reply, Saaty and

others (Saaty, 1986, 1990; Vargas 1987, 1989; Harker and Vargas, 1990; also Vargas 1986) argueIthat the AHP is distinct from the MAU/MAV approach to measuring preferences.
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B. CRITICISMS, CAVEATS, AND REPLIES U
Critical discussion of the AHP has centered on five major areas, the phenomenon called

rank reversal, methods for eliciting judgments, methods for estimating the priorities from the I
comparative judgments, the assumption that the pairwise comparative judgments reflect a ratio

scale of measurement, and the claim that the AHP represents a special case of MAV/MAU theory.

1. Rank Reversal I
Rank reversal is the phenomenon wherein adding a new alternative to a set of options or

deleting an existing alternative changes the preference ordering among the original set. For the

purposes of this discussion, we can divide occurrences of rank reversal into two types, behavioral

and methodological. Behavioral rank reversal occurs when adding or deleting an alternative brings 3
new information to the decision problem; as a result, the decisionmaker may reconsider the original

decision problem and reorder the original preferences. Methodological rank reversal occurs when

the procedure for estimating the rank ordering of the alternatives itself causes rank reversals among

the original options. In this paper we are interested only in methodological rank reversal.

Researchers view behavioral rank reversal to be a genuine characteristic of human

behavior. However, many researchers devising methods for identifying preferences consider

methodological rank reversal to be an undesirable property of a decision analytic method.3

We refer to an example devised by Belton and Gear (1984) to illustrate how the AHP

allows rank reversal to occur. Belton and Gear developed the following judgment matrices AKfor

Bunn (1984) describes a related principal, "independence from irrelevant alternatives" as follows: "Informally I
stated, this [independence of irrelevant alternatives] implies that we should require of a sensible decision criterion
that its ranking of two alternative actions shall not depend upon a third option, which is never preferable to
both, is considered." pp. 21-22. The more general criterion for assessing decision analytic methods is coherence.
For a brief discussion, see Bunn (1984) and Lindley (1985).
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L three alternatives with regard to three criteria as follows. Each matrix AK contains the pairwise

comparisons among the three alternatives relative to the Kth criterion. Thus, the entry "1/9" in the
first row and second column of matrix Al means that alternative 1 has 1/9th the priority (e.g.,

importance, weight) of alternative 2 with respect to criterion 1. However, matrix A 3 shows

U alternative 1 to have 8/9ths of the priority of alternative 2 with respect to criterion 3.

A 1  A 2  A 3

S1 1/9 1 1 9 9 1 8/9 9
9 1 9 1I9 1 1 9/8 1 9
1 1/9 1 19 1 1 1/8 1/9 1

The principal eigenvectors of the respective matrices are as follows:4

1/11 9/11 8/189/11 1/11 9/181/11 1/11 1/18

I Assuming equal priorities for the three criteria for the sake of computational convenience,

the priorities of the three alternatives are 0.45 (1/3x(1/1 1+9/11+8/18)), 0.47, and 0.08. Thus, the

second option is preferred to the first option.

Belton and Gear then add the comparative judgments for a fourth alternative to the

judgment matrices with tihe following results. Note that all entries but those for the fourth rows

and fourth columns are unchanged from those above. Thus, the preferences stated among the three

I original alternatives remain unchanged.

A 1  A A3

1 11/9 1 1/9 1 9 9 9 1 8/9 9 8/9
9 1 9 1 1/9 1 1 1 9/8 1 9 1
1 1/9 1 1/9 1/9 1 1 1 1/8 1/9 1 1/9
9 1 9 1 1/9 1 1 1 1 8/9 9 1

The principal eigenvectors of the respective matrices are as follows:

1/20 9/12 8/27
9/20 1/12 9/27
1/20 1/12 1/27
9/20 1/12 9/27

4 We find the principal eigenvector of a consistent matrix by summing the matrix's column vectors and dividing
this vector's elements by the grand sum of all of the matrix's elements. in matrix notation this is (IA1)l(A1).
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We again assume equal priorities for the three criteria for the sake of computational i

convenience. The priorities on the four options are about 0.37, 0.29, 0.06, and 0.29. Thus, the
first option is now preferred to the second option, the order among the first two alternatives having
changed solely as a result of the AHP's priority estimation procedure and the addition of an
additional alternative.

Careful consideration of the examples shows the immediate reason for rank reversal in this
example. The relative priorities among the alternatives do not change when a new option is added. I
Regardless of the number of alternatives, the second option dominates the first option in a 9-to-I
ratio with respect to the first criterion and in a 9-to-8 ratio with respect to the third criterion.
However, the denominators of the priorities do change when alternatives are added.

Where the second alternative initially gets 9/11 of the weight allocated to the first criterion, 5
it only gets 9/20 of the weight in the four alternative case, which constitutes a 45 percent loss.
With respect to the third criterion, the proportion of the weight received by the second alternative

drops from 9/18 to 9/27, which constitutes a 33 percent loss. With respect to the second criterion,
where the first alternative dominates the second by a 9-to-1 ratio, the proportion of the weight
declines only from 9/11 to 9/12, which constitutes only an 8 percent loss. Thus, the first I
alternative suffers less of a penalty overall when a new option was added and so became the
preferred option. 3

Dyer and Wendell (1985) developed a similar example based on the following scores for
four alternatives on four criteria:

Table I11-1. Scores for Four Alternatives on Four Criteria 3
Criteria Alternatives

1 2 3 4
A 9 8 4
B 9 1 1 1
C 1 9 4 8
D 3 1 5 5 I

Pairwise comparison matrices with respect to each criterion are formed by taking pairwise
ratios of the scores among the alternatives (e.g., for criterion A, a12=1/9, a13=118, a24=9/4). 3
Omitting the fourth alternative respectively results in the ranking 3, 2, 1. However, including the
fourth alternative results in the ranking 1, 3 = 4, 2. £
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B Dyer and Wendell then formulated an alternative decision problem for his example data
which implied a rank ordering of 2, 3--4, 1. Consider that the four alternatives are mutually

exclusive investment opportunities, each yielding returns for four years and each requiring the
same capital outlay. The four criteria respectively constitute the returns in years I through 4. The
above table therefore gives the dollar return for each alternative in each year and the four criteria
should be equally important. In order to simplify the problem, Dyer and Wendell assume a zero

discount rate. The overall value of each alternative is clearly proportional to its total score over the
four criteria, and the second alternative is the best with a score of 20. However, the AHP never

I selects this alternative. Dyer and Wendell then formulated several variations of the standard AHP

procedure which yield the answer consistent with intuition.

Harker and Vargas (1987) responded to the Dyer and Wendell counterexample with the
argument that the criteria of the example should not be considered to be equally important because
the returns vary for each year. As a result, the relative importance of the years are dependent onIthe alternatives, and we thus require the supermatrix methodology (Section A.3.C on the
independence assumption) to estimate the priorities of the alternatives. Employing this approach
yields the correct answer.

Saaty (1987) recognized this asymmetric change in the denominators and defined a new3term for the AHP methodology, structural criterion, to subsume it within AHP theory. Structural

criteria represent an alternative interpretation of the normalization performed to force the priorities£ of a set of elements to sum to 1. Adding options to a decision probiem inevitably enlarges the
denominator underlying the priorities of the alternatives. However, as we have seen in the Belton
and Gear example, the degree to which the denominator gets larger depends on the degree to which
new alternatives dominate the original alternatives.

Belton and Gear suggested an alternative to eigenvector prioritization which precludes the
rank reversal problem. Saaty and Vargas (1984) refuted this method with a counterexample

demonstrating that Belton and Gear's method is itself subject to rank reversal. However, Belton

and Gear (1985) in turn suggested that Saaty and Vargas misinterpreted their method and thereby
misapplied it. Vargas (1985) subsequently introduced a second counterexample demonstrating that3 Belton and Gear's method produced counterintuitive intermediate results in the AHP. However,

Belton and Gear's method was not geared to producing intuitive intermediate results, but rather3 reversal-resistant final results. We thus do not consider Vargas' rejoinder to have been an effective

counterargument.

1
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We defer discussion of Belton and Gear's method to the discussion of Schoner and
Wedley's (1989) work below. Schoner and Wedley discuss two corrective measures to avoid rank

reversal. I
Saaty and Vargas (1984a) and Saaty (1990) have argued that rank reversal occurs naturally

in human decisionmaking and that...

"It is important to point out that rank reversal can be a good thing. That is how a
new and important attribute can alter previous preferences. I
"However, the AHP makes it clear that rank reversal does occur and should be
acceptable. In life, people often learn new things which may cause them to reverse
previous preferences, and this can lead to rank reversal even under consistency
conditions." (Saaty and Vargas, 1984a, pp. 515)

However, Saaty's argument concerns what we have termed behavioral rank reversal and I
not methodological rank reversal. For the purpose of this review, methodological rank reversal is
more serious because it means that preference orderings change even when the preference structure
regarding the original problem has not changed. Further, the AHP has never been tested

rigorously as a descriptive model of human preference. Thus, even if the AHP allows for rank
reversal, there is no evidence that human decisionmakers also change ranks or would want to

change ranks in the way that occurs when using the AHP.

A problem related to rank reversal in the AHP is that adding alternatives to the original set
of options may change the priorities of the original set of alternatives relative to each other while
not yielding discrete changes in rank order. Forman's (1987) example concerning the relative I
worth of basketball players illustrates a continuous shift in priorities without a change in ranks.

Among the original three players in the analysis, the player with strong offensive skills is preferred I
to the rounded player. Adding an additional player with strong offensive skills preserves this
ordering but reduces the magnitude of the difference in preferences. It is only after adding a total 5
of four players with strong offensive skills that the rounded player becomes preferred to the
offensive player from the original set of three players. 3

Saaty and Vargas (1984a) and Saaty (1987a) have taken a more careful look at rank
reversal in the core AHP methodology. As a result of their inquiry, they identified conditions in 3
which adding or deleting an alternative in a consistent matrix results in rank reversal. However,
these conditions do not hold for inconsistent matrices, which is the expected case in most

applications.
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Saaty (1986c, 1987a) has shown that the absolute measurement variant of the AHP (see

Section C.2 below) is not subject to rank reversal. However, he has pointed out that it is not

always appropriate to use this methodology.

A concept that emerged out of the discussion on rank reversal in the AHP is that of the

alternative which is a near copy of another alternative. Saaty (1987a) defines the term more

rigorously. However, for the sake of this discussion, the usual understanding is sufficient.

U Consider an example adapted from Saaty (1987a, pp. 173; also see Forman's example

above), and represented in Table 111-2 below. There are two alternatives, A and B 1 , compared

I with respect to two criteria, C 1 and C2 . Saaty weights the criteria 2/3 and 1/3, respectively. With

respect to C 1 , the two alternatives respectively have priorities of 1/3 and 2/3. With respect to C2 ,

3 the two alternatives respectively have priorities 3/4 and 1/4. Thus, neither alternative dominates the

other on both criteria. Overall, A has a priority of 0.47 (2 x 1/3)+(-! x 3/4) and B 1 has a priority

of 0.53.

3 Table 111-2. Priorities for Two Alternatives with Respect to Two Criteria

ICriteria (priority)

C 1 (2/3) C 2 (1/3)

I Alternatives A 1/3 3/4

B 1  2/3 1/4

I Now introduce an alternative B2 identical to B/. Under criterion C 1 , A 1 has the priority

1/5 and B I and B2 each have priority 2/5. Under criterion C2 , A has priority 3/5 and B 1 and B23 each have priority 1/5. The revised priorities for the alternatives are now 1/3 for A, B I , and B2 .

In general, if we introduce n-I identical copies of B 1 to the set of original options, the

priorities change in the direction of diluting the original advantage of B I with respect to the second

criteria. In our example, (see Table 111-3) the priority of B 1 with respect to C 1 is (2/(+2n)) and

I the priority of B1 with respect to C2 is (1/(3+n)). Overall, the B i will have a greater priority than

A as long as 2/3x(l/(l+2n)) +l/3x((3/(3+n)) < 2/3x(2/(1+2n)) + I/3x(l/(3+n)), or n<2.

I
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Table 111-3. Priorities for Two Alternatives with Respect to Two Criteria

Criteria (priority)

C 1 (2/3) C 2 (1/3)

Alternatives A 1/(2n+l) 3/(n+3)

Bi 2/(2n+1) 1/(n+3) 3
I

Forman (1987) illustrates the effect of identical copies on priorities with another example,

but argues that under some circumstances, retaining the copies ma: provide useful information.

However, note our exceptions to Forman's analysis in Section C.2 on the absolute measurement

variant of the AHP.

Saaty (1987a) argues that near copies should be omitted from the analysis under many
circumstances and offers a heuristic for identifying which of a set of options are near copies of

each other. Harker and Vargas (1987) further argue that the presence of near copies violates the I
fourth axiom upon which the AHP is based, that the structure of alternatives and criteria
representing the prioritization problem is complete, and thus excludes indistiguishable alternatives. 3
2. Implementation 5

The AHP requires judgments of the relative priority of criteria or alternatives in terms of

higher order criteria. Watson and Freeling (1982), Belton and Gear (undated manuscript), and 3
Dyer (1990a) have noted that while people

"...appeared to be capable of interpreting this request and providing numerical
responses, we maintain that this question is meaningless. In comparing the relative
importance of distinct attributes we must ask how much of one attribute (in some
specified units) is worth a particular amount of some other attribute (in some
specified units). To ask this question without this specification ought to evoke the I
response I cannot answer this question unless you specify the units of
measurement. (Watson and Freeling, 1982, pg. 282, 283)

Thus, instead of the more general question regarding relative importance or value, Watson

and Freeling argue that the appropriate question asks for an assessment of tradeoff preferences in

terms of specific units. They continue with the following example:

"Let us illustrate with the example often used in this area, that of evaluating the
relative merits of different cars. Two attributes might be comfort and reliability. I
The approach in the papers referred to above (Saaty, 1980) would be to ask the
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3 The approach in the papers referred to above (Saaty, 1980) would be to ask the
question: 'Which of comfort and reliability is most important, and by how much?'
We argue that this is a meaningless question. Instead we should ask: 'Consider thechange in comfort between car A and car B (thus defining the unit of measurement

for comfort). Compare this with the change in reliability between car C and car D
(giving the unit of measurement for reliability). Which is more valuable, and how
many increments of the less valuable change is equivalent to the more valuable
change?" (Watson and Freeling, 1982, pg. 283)

Watson and Freeling thus argue that the conventional AHP question "Which is more

important and by how much?" does not provide a standard for answering the question. They thus

also implicitly raise the following questions. If people do not ask for more information in
answering this question, then exactly how are they answering the question? Are they relying on

some subjectively defined standard? Is knowing the subjectively defined standard necessary to3 interpreting the results? Must the results of the study be adjusted or discounted if the subjectively

defined standard differs from that assumed by the analyst? (ie, Has the validity of the results been3 compromised? See section E.4 in Chapter 1 above.) Not understanding the "assumptions"

underlying the responses may confuse the meaning of the results if the results depend on how the
question is "interpreted". Yet asking only the general question allows respondents to vary in how

they make comparisons.

Watson and Freeling, for instance, suggests that asserting that reliability is five times as

important as comfort could mean "to have a car as reliable as the car of maximum current reliability
is five times as valuable as having a car as comfortable as the car of maximum current comfort."5 (pp. 283). Saaty, Vargas, and Wendell (1983) argue that when alternatives are measured in
common units, eg, dollars, then the mean score of the alternatives under each criterion should be3 compared. Saaty (1990) suggests two different procedures that respondents might be using use to

compare criteria. In practice respondents may yet be doing some else altogether.

3 Consider the following data measured on a scale with a natural zero point (e.g., dollars).

Table 111-4. Scores for Three Alternatives on Two CriteriaI
Alternatives

1 2 3

Criteria A 1.0 2.0 3.0

B 0.5 5.0 3.0

1
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The question "Is the first criterion more or less important than the second criterion, and by
how much?" can legitimately produce the following answers: (1) less important with a ratio of 0.2; 1
(2) less important with a ratio of .4; (3) less important with a ratio of 0.6; (4a) less important with a
ratio of 0.7; (4b) less important with a ratio of 0.7; (5) equally important; (6) more important with a n
ratio of 2.

The numerical responses vary over a range of 10 to 1 and either criterion may be the more
important one, depending on the basis for forming the response. The first answer is based on the
ratio of the variance of the scores under each criteria. The second answer is the ratio between the

maximum scores, perhaps reflecting a focus on the best result under each criterion. The third I
answer reflects a ratio between the best and worst alternative under each criterion (e.g., Dyer and
Wendell, 1985, Dyer,1990a). Answer 4a is the ratio of the mean scores under'each category and
corresponds to the interpretation of the question specified by Saaty, Vargas and Wendell (1983) in
their response to Watson and Freeling. Answer 4b is the ratio of the median scores under each
category. The fifth answer is based on a perception that there is no reason for believing that one
criterion is more important than the other. The sixth answer is the ratio of the minimum scores 3
under each criterion, perhaps reflecting a concern for the worst result under each criterion.

Dyer and Wendell (1985) point out a similar example regarding investment profits of
$15,000 and $20,000. One answer to the importance question might be 4/3 (20/15). However, if
the respondent judges profits relative to a baseline of $10,000, the response should be 2 ((20-

10)1(15-10)).

However, no particular answer or interpretation is "correct" a priori because neither AHP

theory (eg, Saaty 1980, 1986c; Harker and Vargas, 1987; however Saaty, Vargas, and Wendell,

1983 = be an exception.) nor the eliciting question specify a basis for interpreting the question

or forming a response. The analyst, however, may prefer one interpretation over another because U
it corresponds to a particular study requirement Further, one person may give different answers at
different times, or two individuals may give different responses, even though the beliefs 3
underlying the responses are identical because they make the comparisons in different ways. In
addition, it may be difficult to interpret the overall priorities resulting from the AHP when we do 3
not know 1) on what basis the responses are formed; 2) if the basis for response is consistent

between responses; or 3)if the basis for response is consistent between respondents in a multiple-

respondent analysis.
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£ Dyer and Wendell (1985, also Dyer 1990) argue for a more general problem with the

standard AHP question-response format. Ratio comparisons and ratio measurement scales imply

the existence of a fixed endpoint with a zero value. Ratio comparisons of weight are possible
because weight is measured on a ratio scale, and thus has a zero endpoint, no weight. The Celsius5 and Fahrenheit temperature scales have lowest temperatures that are negative and thus are not ratio

scales. Ratios of temperatures measured on these scales are thus not meaningful. Some concepts3 may not be easily thought of in terms of a scale with a zero-valued end point. One such concept is
"warmth". What level of "warmth" serves as a the lowest value of warmth on a ratio scale of

I warmth? Belton (1986) raises the same issue when she points out "What does it mean to say that

one course of action would contribute twice as much to [say] cultural advancement [as described
by Saaty and Rogers, 1976]"? What level of "cultural advancement" serves as the zero-valued end

point required for a ratio-scaled comparison of alternatives with respect to the criterion
"contribution to cultural advancement"? Does the interpretation of the AHP results depend on3 knowing what "level" of cultural advancement corresponds to the zero point?

There are two ways of avoiding the problems potentially associated with question3 ambiguity. The first is to diagnose the basis that respondents use for forming a response. This is
a modeling problem that may be difficult and certainly is extraneous to AHP. Furthermore, ifIrespondents use a less preferred basis for forming a response, or are inconsistent, we may be left

with discarding the data as unusable. The second method is to instruct the respondent as to the

basis for forming a response. This instruction may consist of training sessions, but also should

consist of incorporating explicit directions within AHP questions. This, of course, does not

guarantee that respondents will follow the directions.

Saaty, Vargas and Wendell (1983) and Harker and Vargas (1987) both have responded toU the criticism of ambiguity. Saaty et. al. suggested the following question for comparing criteria in

the context of a car comparison example -- "What is the ratio of the average (or total) contribution
to cost of attribute i to the average (or total) contribution to cost of attribute j." Suppose three cars

I cost $6,000, $8,000, and $10,000 to purchase and $1,800, $1,200, and $600 dollars to maintain.
The average purchase cost is $8,000, and the average maintenance cost is $1,200. Thus, one3 valuation of the relative priority of purchase price to maintenance cost is 8000/1200, or 6-2/3.

Harker and Vargas (1987) have argued that

3"The problem of ambiguity is not a flaw of the AHP, but in fact arises out of a
fundamental question concerning the frame of reference in which one makes the
necessary judgments. The meaning (or lack of meaning) of a question ultimately
depends upon the cognitive environment in which one exists. One's beliefs as to
the meaning of terms such as "more important" or "more strongly important" is a
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function of the cognitive frame of reference in which one currently resides. These I
definitions will vary from day to day and from individual to individual. While it is
true that a poorly worded question yields poor results and that better wording of a
question can significantly increase the effectiveness of the methods, no method or
no perfect question will ever remove ambiguity completely due to the reliance on the
individual's frame of reference. Watson and Freeling (1983) and others have
criticized the mode of questioning outlined in Saaty's theory while not fully
comprehending the above-mentioned issue or understanding that excessive i
ambiguity not explicable within the context of the frame of reference is not a failure
of the method being used, but rather a failure of the analyst or decisionmaker to
fully comprehend the issue at hand and state questions which meaningfully address
it. (pp. 1387)

"In assessing classical utility functions numerous experiments by Tversky and
others (Tversky and Kahneman 1981; Hershey et al, 1982; Hershey and
Shoemaker 1983; Shoemaker and Wait 1982; Krantz et al, 1971) have shown
conclusively that one's frame of reference matters. For example, whether one is
asked to adjust probabilities (probability equivalence) or the sure amount (certainty I
equivalence) in eliciting a von Neumann-Morgenstem utility function, although they
are theoretically equivalent methods, they lead to different utility measurements
(McCord and de Neufville 1984). Thus, the dependence of utility measurements on
one's frame of reference is a well-established phenomenon.

"Clear definitions for the criteria, subcriteria and alternatives is essential in alldecision aids and should obviously be of major concern to users of AHP or any
other methodology." (pp. 1388)

Harker and Vargas appear to be arguing against a criticism that the AHP is flawed because 3
of a dependence on a subjective frame of reference. They argue that such flaws are not inherent to

the method, but are naturally part of human bt vior and may be introduced unnecessarily as a 5
result of flawed practice by AHP practitioners. They do not appear to take issue with Watson and

Freeling's argument, or the argument that we state above that the conventional AHP question

allows considerable leeway for respondents to subjectively determine what the question means,

what data are relevant to answering the question, and how the data should be used to answer the

question. Nor do they address the argument that ensuring the interpretability of AHP results may I
depend on either controlling or knowing the answers to these questions. However, Harker and

Vargas (1987) are not against well-formulated AHP questions. i
"a poorly worded question yields poor results and that better wording of a question
can significantly increase the effectiveness of the methods; 3
"excessive ambiguity not explicable within the context of the frame of reference is
not a failure of the method being used, but rather a failure of the analyst or decision
maker to fully comprehend the issue at hand and state questions which U
meaningfully address it." (pg. 1387)

On a more practical level, Harper and Vargas also argue that the AHP methodology avoids

the problem of explicitly defining a fixed zero point for the comparisons. Instead, the A-D treats
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Ithe dominated ieg, less preferred, smaller) alternative as the reference point in each pairwise

comparison. It is hypothesized that the respondent "divides" the psychological intensity associated

with the dominated alternative into that associated with the superior alternative to determine a ratio

response (e.g., Saaty, personal communication). However, this idea about how people respond3 to "ratio comparison instructions" has yet to be adequately tested. Some evidence (Section B.3

below) supports a continuing view about responses to ratio comparison instructions.

In addition, Harker and Vargas' hypothesis requires a scale of subjective measurement that

admits of ratio in the first place comparisons, i.e., the "intensities" mentally compared must be3 ratio-scaled measurements. However, Harker and Vargas do not provide evidence that this is true,

either generally or in particular cases.

SFinally, Schoner and Wedley (1989), and Dyer (1990a) have also discussed suggested

specific question formats to resolve the difficulties raised by Watson and Freeling.

3 Dyer and Wendell (1985), Belton (1986), and Dyer (1990a) have raised additional

questions with regard to AHP implementation. These questions concern the relationship, specified3 by Saaty (1980), between verbal categorical responses and their equivalent numerical ratios. Saaty

(1980) presents empirical evidence that the ratios 1 to 9 provide a reasonable numerical equivalent

to the verbal categorical scale. However, the authors argue that there is no necessary basis for this

correspondence. Belton (1986) further argues that the significance of the verbal responses as ratio
judgments is frequently not explained to respondents, and so may not provide a good basis for a

ratio-scaled measurement of priority. She also argues that the evidence supporting the 1-to-9 ratio
scale as the best numeric representation of the verbal scale is weak at best and inconclusive at

worst. Finally, Belton suggests that individual differences exist in how people interpret the verbal

rating scale, thus weakening their usefulness.

3 The authors also point out that the equivalence between the categorical response "Weak

importance of one over another .... Experience and judgment slightly favor one activity over3 another" and a ratio of three is not intuitive. Nor is it intuitive that if A is weakly more important

than B and B is weakly more important than C, that C is absolutely more important than A

(3x3=9). (We elaborate on this issue in Section D.) Overall, the authors are equivocal about the
use of the verbal-categorical scale, with Belton suggesting that if the relationship between the
verbal and numeric scales are explained (and they should be), the verbal responses have no

1additional value over numeric responses.

1
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3. Are AitP Results Ratio-Scaled? I
Veit, Callero and Rose (1984), Mellers, Davis and Birnbaum (1984), and Meyer and

Booker, 1990) have questioned the claim that the AHP yields ratio-scaled results (eg, an estimated I
priority of 4 is subjectively valued about twice as much as an estimated priority of 2).

Meyer and Booker (personal communication) argue that responses made on the i
verbal/categorical scale may not be interpretable as being ratio-scaled, thus precluding a similar

interpretation for the overall results. (Recall Belton's (1986) conjecture that the relationship 3
between the verbal/categoical scale and its numeric equivalent is frequently not explained.)

Veit et al argue that the assumption that respondents are actually making ratio responses is 3
empirically untested. Veit (personal communication) has evaluated the predictions of an underlying

ratio comparison model with several case example results that Saaty has reported in the literature. 3
Preliminary evaluation does not support Saaty's contention that respondents are making ratio-type

comparisons. 3
This result may sound counterintuitive, especially if respondents are instructed to make

relative magnitude (ratio) comparisons (However, Belton (1986) suggests that they frequently are 3
not so instructed.) However, accumulating evidence (e.g., Mellers, Davis, and Birnbaum, 1984;

Birnbaum, 1981) suggests that the covert, mental process of making ratio comparisons may

frequently involve mentally taking differences on transformed (e.g., logarithmic) subjective scale
values.g

Furthermore, 
Veit et al argue that

"The scale values derived from a 'correct' ratio model are unique only to a power
transformation (Krantz and Tversky, 1971). [Thus, even ifj the data supported a
ratio model, the scale values derived from the ratio model would only be a power
transformation of the 'true' values under the model; they would not be ratio scales
as Saaty suggests. Therefore, it would be inappropriate to make ratio comparisons
of the 'weights' (scales derived from the 'ratio' model) within hierarchical levels."
(Veit, Callero, and Rose, 1984, pg. 51).

The interested reader is referred to the review of the subjective transfer function method,

Chapter IV, for more information and references on these issues.

4. The AIIP and Utility Theory: Dyer's Critique

Dyer (1985, 1990a, 1990b) has raised several criticisms regarding the AHP. We have I
summarized several of them above in the discussions of rank reversal and AHP implementation.

Iowever, Dyer's core argument is that the results of an AlIP analysis are "arbitrary" because they

"...are not governed by a basic principle of rationality Iindependence from rank reversal I" (pg. 3)

111-30 5

I



I

IHowever, Dyer's core argument is that the results of an AHP analysis are "arbitrary" because they

"...are not governed by a basic principle of rationality [independence from rank reversal]" (pg. 3)

"Like any strong statement, this one deserves a caveat or two. Under certain
restrictive assumptions it is possible to provide answers to the questions posed by
this process in such a way that the results will be consistent with the decision
maker's true preferences. However, it is unlikely that a user would be able to
respond in a manner consistent with these assumptions. (Dyer and Wendell, 1985,1 pp. 1-2)

"Rank reversal in the AHP is in fact a symptom that a wrong alternative may be
chosen by the process. (Dyer and Wendell, 1985, pg. 19)

"It is well known that the additive model is extremely robust (e.g., Dawes, 1974)
and, therefore, the results of the procedure may produce 'reasonable' rankings of
alternatives even though parameters of the model are seriously in error." (Dyer and
Wendell, 1985, pp. 2)

Dyer's underlying argument is that the AHP produces "arbitrary" rankings the assumptions

under which hierarchic composition is a valid operation are generally not satisfied. 5 By "arbitrary"
Dyer means that the ranking of alternatives depends on the number of alternatives being considered3 and their degree of similarity to each other in addition to the preferences among the alternatives and

criteria. Thus, rankings and even the estimated relative priorities, are a function of factors that3 Dyer considers to be irrelevant to the problems of rating and rank ordering the alternatives. Saaty

(1990) specifically takes issue with this view, arguing that this kind of criterion is an extension
I from MAU and MAV theory which does not necessarily apply to the AHP. Rather, the AHP

captures aspects of preference modelling which are different from those subsumed under
MAU/MAV methods. Thus, the AHP should not be judged on the basis of this criterion. For

instance, Saaty (1990) and Saaty and Vargas (1984) have argued that rank reversal and more

generally, the "dilution" of priorities when "near-copies" exist in the alternatives set, correspond to3 some human preference behavior. However, if the instances of rank reversal in question occur
under only circumscribed conditions in human preferences, then it may not be desirable for them to

I occur "indiscriminately" in the AHP.

Dyer (1990a) extends his "arbitrary ranking" criticism to the absolute measurement variant5 of the AHP (section C.2 below), arguing that although rank reversal does not occur when the
absolute measurement technique is used, the assumptions allowing for hierarchic composition are

Ustill violated.

I Schoner and Wedley (1989) also have made this argument recently. We summarize their tecent work below in
Section C, Extensions.
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C. AHP EXTENSIONS 3
1. Schoner and Wedley's Extension of the AHP

Schoner and Wedley (1989) have formulated an analysis that puts the issues of rank i
reversal and judgmental ambiguity into a common framework. Similar issues appear in Dyer and

Wendell (1985), Belton and Gear (undated), and Dyer (1990a, 1990b). However, because

Schoner and Wedley's work appears to be more inclusive, we have chosen to summaiize it here
separately. Nevertheless, additional extensions of the AHP similar to those proposed by Schoner 3
and Wedley are discussed in Dyer and Wendell (1985) and Dyer (1990a, 1990b).

In general, Schoner and Wedley argue that "there is a necessary correspondence" between 3
the kind of information elicited in pairwise judgments and how the priorities are computed (eg,
how weights are normalized; Belton and Gear (undated) make an identical argument). They argue

that not matching the method for computing priorities with the form of the pairwise judgment

"...results in the generati, n of incorrect weights for the options under cons'.leration
regardless of whether or not new options are added or deleted. A rank reversal I
upon the addition of an option is merely symptomatic of Liis fact, and such
reversals are shown not to occur when the correspondence condit.on is met." (pg.
I) I
They further argue, similarly to Dyer (Dyer and Wendell, 1985; Dyer, 1990), that the

priorities of criteria are neve independent of the alternatives dependent on them ir conventional

AHP. Thus, some kind of remediation to Saaty's formulation of the AHP is always necessary.

I
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Schoner and Wedley frame their arguments around a car selection example in which the
three criteria are purchase price, annual maintenance cost, and fuel consumption. The authors use
illustrative data rather than judgmental data in order to provide a baseline for comparing alternative
methods. The data for their example follow:

Table 111-4. Schoner and Wedley's Car Purchase Decision Example

Purchase Price ($) Maintenance ($/Year) Fuel (Gals/Mile)

Car 1 14,000 2,000 0.05
Car 2 5,000 4,000 0.03
Car 3 6,000 4,000 0.05

Ownership period: 5 years
Annual mileage: 10,000 miles
Gasoline cost: $1.50 per gallon

Assuming a specific ownership period allows us to scale data for annual maintenance costs
to data for lifetime maintenance costs. This procedure puts maintenance costs on a common basis
with purchase price, which is also a lifetime cost. Similarly, assuming a gasoline cost and an
annual mileage figure provides for scaling fuel consumption data to lifetime fuel costs. Lifetime
fuel costs equal the product of fuel efficiency and 75,000 (5 years of ownership x 10,000 miles per
year x 1.5 dollars per gallon). The numbers 1, 5, and 75,000 are termed scale factors because they
convert the data to a common unit, which in this example is lifetime dollar cost.

Let Tik be data on car i relative to criteria k (e.g., Tl1=14,000, the purchase price for car
1) and let qk be the scale factor for the kth criterion (ql=l, q2=5, q3=75,000). Without the AHP,

we could compare the three cars by comparing their total lifetime cost. The total lifetime cost of
each car equals the sum of purchase price, lifetime maintenance cost, and lifetime fuel cost, or

Iq T-k.
k

We find the relative standing of one car to another by taking ratios of their lifetime costs.
Let xk be the pr;ority of the kth criterion.

Schoner and Wedley show that xk is proportional to the product qk 1 Tik * That is,

i
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"The relative importance of a criterion must be proportional to the product of its
scaling factor and the sum (or average) of the absolute values of the option
measurements on that criterion." (pg.5)

In the example, this is nothing more than saying that the relative importance of the criteria
should be determined on the basis of their contribution (summed over alternatives) to total lifetime

cost. For purchase price, this sum is $25,000 (14,000+5,000+6,000). For maintenance cost, this

is $50,000 (5x(2,000+4,000+4,000)). For fuel consumption, this is $9,750. Normalizing these
values by dividing each by the sum of the three yields criterion priorities of 0.295, 0.590, and 3
0. 115, respectively. Schoner and Wedley claim that their methodology is functionally equivalent
to the supermatrix approach and argue that it is easier to implement. 3

Saaty and Vargas (1983) made a functionally identical recommendation in response to
Belton and Gear's (1983) rank reversal example. In their paper they stated that priorities amongst

the criteria should be determined by the average contribution to cost of the attributes. Thus, the
judgment comparing the relative importance of purchase price and maintenance cost would follow 3
from the question "For the given set of cars, consider the average contribution to lifetime cost of
purchase price ((14,000+5,000+6,000)/3) and the average contribution to lifetime cost of

maintenance ((5x2,000+5x4,000+5x4,000)/3). How does that for purchase price compare with 3
that for maintenance, and by how much?" Formulating an answer should involve mental

estimation similar to taking the ratio of $(25,000/3) to $(50,000/3), or 0.5. The eigenvector of
pairwise comparison matrix formed in this way yields the same priorities among the criteria as does

Schoner and Wedley's baseline procedure. 3
Where Schoner and Wedley's method may depart from Saaty, Vargas and Wendell (1983)

is in the protection it claims to provide from rank reversal with the removal or addition of any 3
alternatives.

Saaty, Vargas, and Wendell (1983) recognize the dependency of criteria on alternatives that 5
result in rank reversal and which Schoner and Wedley's procedure corrects for. In recognition of

this problem, they state: 3
"Note that the above AHP approach [eliciting criteria comparison relative to the sum
or average of 'scores' on the criteria] is alternative dependent, in that the elements
of the matrix may well change if another alternative (e.g., a car D) is added to the I
problem. This is a case of interdependence (of attributes on alternatives and
alternatives on attributes) that can also be approached in a more sophisticated
manner through the generalization of the hierarchy to a system with feedback (see
Saaty, 1980, Chapter 9 for details) [i.e., the supermatrix approach to handling
dependence of criteria on alternatives]. However, in practice, when the alternative
are not known in advance, one may simplify the analysis initially by attempting to
elicit priorities on the attributes without knowledge of the particular alternatives.(italics added, pg. 12)
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I elicit priorities on the attributes without knowledge of the particular alternatives.
(italics added, pg. 12)

Schoner and Wedley prescribe that AHP comparison questions should reference a common
basis for the alternatives being compared. In the car selection example, this basis is lifetime dollar

I cost. This reference makes the standard of comparison explicit compared to simply asking "Which

criteria is more important and by how much?" Watson and Freeling, as well as Saaty and Vargas
I (1983) and Harker and Vargas (1987), have written that it is the total costs to accrue under each

category that should be compared in determining priorities between the sources of these costs.

However, Schoner and Wedley also argue that a specific type of AHP question should
reference a specific function of the attribute values present in the alternatives. Again, it is not
sufficient to simply ask "Which criteria is more important and by how much?" Rather, theI question must take a form consistent with the method used for determining the priorities of the
criteria. In the example discussed above, such a question takes the form -- "Consider the
average/total contributions of criteria A and B over the current set of alternatives to the problem of
choosing a best alternative. Which average/total contribution is greater and by how much?" This

I question satisfies Watson and Freeling's argument that AHP questions should reference a standard
for making comparisons. It also is exactly the kind of question prescribed by Saaty and Vargas
(1983) in response to Watson and Freeling's argument.

In practice, the kind of question prescribed by Schoner and Wedley may not be easy to ask

well, or answer easily or accurately. Schoner and Wedley have discussed this problem in their

paper, and with these authors in personal communication. Formulation and comparison of average
contributions is easy in the car example because the data are given in the table. However, it may be
less easy to formulate and accurately answer questions when tabular data are not given or when the

criteria are intangible.

I Consider an example in which alternatives vary in size and color. Schoner and Wedley's
question to compare the color and size criteria would be -- "For the average size and color of the

I alternatives being considered, is the average color or the average size more important in its
contribution to the value of the alternatives, and by how much?" In order to compare color and
size in this way, the respondent needs to mentally score the alternatives on a common footing, in
the same way that the three cars were scored in terms of lifetime cost. This is the first problem.

The analyst might have to explicitly provide a method for doing this rather than leaving it up to the

ingenuity of the respondent. If the respondent is not able to do so, then they might improvise an

answer not consistent with what the analyst expects from the response. A second problem

involves being able to denote an "average color." A method for doing this also might require a
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suggestion from the analyst. It is not clear that the mean frequency of the waveforms represented I
is what we mean by average color.

Schoner and Wedley also analyzed the method of deriving overall priorities of alteratives I
suggested by Belton and Gear (1983). Recall that Belton and Gear formulated their method to
preserve ranks with the addition or removal of alternatives. 3

In Belton and Gear's method, the priority of an alternative with respect to a criterion, wik,

equals Tik/T*k, where T*k is the absolute measurement of the largest valued option under criterion 3
k. In addition, the matrix of comparisons among the alternatives is different from that for
conventional AHP because the eigenvector priorities are normalized by dividing each by the largest 3
element of the eigenvector. In conventional AHP, the eigenvector priorities are normalized by
dividing each by their sum, thus constraining them to sum to 1. In the car selection example,
T*1=$14,000 purchase cost, T*2 =$4,000 per year maintenance cost, and T*3 =0.05 gallons per
mile in fuel consumption. The criteria weights are calculated as the product of T*k and the scaling u
factor for the kth criterion.

Schoner and Wedley further suggest that to gather judgments consistent with Belton and 3
Gear's method, the respondent must evaluate the alternatives in terms of a common basis (i.e.,
contribution to lifetime cost in the car selection example) and determine whether the largest valued

option on criteria i is greater than that on criteriaj, and by how much. The largest scaled-purchase I
price (e.g., Criterion 1) is $14,000 and the largest scaled-maintenance cost (e.g., Criterion 2) is
$20,000 (5x4,000). Thus, the a21 entry of the matrix of pairwise criteria comparisons among the 3
criteria is 1.43.

Schoner and Wedley remark that the comparison question consistent with Belton and 3
Gear's method is probably easier to answer than that consistent with their own technique. This is
because it makes reference to the best option under each criterion rather than a composite of the 5
scores of all of the options under each criterion. 6 For example, in the car selection example, one
such question might be "Among the alternatives, consider the alternative with the greatest purchase
price and the alternative with the greatest lifetime maintenance cost. Is the purchase price or the

maintenance cost greater, and by how much?"

6 Schoner and Wedley (1990 and personal conversation) have recently extended Belton and Gear's method. The
extension involves a substantial raxauon of the requirement that the "score" of the best alternative under each
criterion be used as the standard for judgments. In their extension, the choice of alternative for each criteria isarbitrary. The only constraint in making this choice is that the priorities of the alternatives relative a givencriterion would be normalized so that the arbitrary standard has a value of 1.
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i Schoner and Wedley also describe an extension of their method to Saaty's absolute

measurement case (see Section C.2, this paper), in which the evaluation categories (i.e., excellent,

average, poor) are viewed as alternatives nested under the categories they are used to rate

alternatives on.

I Schoner and Wedley state that their extensions to the conventional AHP only apply to the

decision alternatives and the categories they depend on; other category levels throughout the

I hierarchy may be treated according to the method prescribed by conventional AHP. In personal

conversation with these authors, Wedley has explained that this is because the method is only

required when elements at a given level of the hierarchy are dependent on elements at the next level

down. Wedley and Schoner are currently evaluating whether structural dependence exists

elsewhere in the hierarchy, other than at the lowest level.

However, recalling our discussion above, we feel that questions explicitly directing the

respondents are necessary in making all comparisons, because the general question leaves too

much leeway for respondents to interpret what the question means and what should be done to

answer it. The attendant loss of experimental control may compromise the interpretability of the

results as a consequence.

2. Absolute Measurement Scales

An important extension of the core AHP methodology involves making absolute rather than

relative judgments on the decision alternatives. Saaty (1986, 1990) summarizes this extension of

the AHP to absolute measurement; the current version of the "Expert Choice" software
implementation of the AHP includes a module for absolute measurement.

The absolute measurement technique requires two steps different from the standard AHP
methodology: 1) rating each decision option with regard to each criteria (in one particular example,

Saaty (1986d) suggests using a seven category rating scale bounded by "excellent" on the high

side, "average" in the middle, and "very poor" on the low side); and 2) pairwise ratio comparisons

of the rating categories for each criteria to determine their relative priorities. We then replace the

alternatives' ratings with the priorities estimated for the respective rating categories.

When applicable, the absolute measurement has several advantages over relative

measurement. If there are a very large number of alternatives, pairwise comparison with respect to

each criterion may be prohibitive. Further, Saaty reports that the results of the absolute

measurement technique are not subject to rank reversal (see Section B, above, on criticisms).
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Finally, prioritizing options by relative comparison may not be sufficient when the best alternative !

is not good enough in an absolute sense.

Saaty (1986) provides examples of the absolute measurement technique in the areas of
student admissions and rating cities according to their livability.

Forman (1987) provides a hypothetical example regarding the rating of basketball players U
with different mixes of offensive and defensive capabilities. As part of his paper, Forman

concludes that the absolute measurement approach fails to capture the intuition that the relative
value of a resource varies with its scarcity. However, the reasoning underlying this conclusion is
incorrect. As part of his model, Forman assigns equal value to offensive and defense skills.
However, as he points out, with the increased availability of great offensive players, we may not
be willing to pay as much for a great offensive player. Thus the question to be asked regarding 5
offensive and defensive skills should not be "How important are offensive and defensive ability to
team management? (Forman, 1987, pg. 195), but "How much would you be willing to pay for
offensive ability relative to defensive ability?". Asking the correct question would "correct" for the I
increased availability of offensive skill as perceived by ream management.

3. Prioritization Methods

Several authors have suggested alternative methods to Saaty's (1980) eigenvector method 3
for estimating the priorities underlying the matrix of pairwise comparisons. We will review some
of the arguments made on behalf of the major alternatives, and Saaty's replies. The interested 3
reader is referred to the research papers referenced in the bibliography below.

The two major alternatives to eigenvector prioritization have been a logarithmic least 3
squares (LLS) method and a least squares (LS) method. In addition, McCurdy (1989) has
developed a robust regression (RR) method for estimating underlying priorities and Zahedi (1985)
has developed what she terms the "mean transformation method."

The LLS method entails minimizing j L)a-n (u ) where the u are the estimated

priorities.'I

The solution to this minimization problem is given by u= l i=1, 2,...n. In a

consistent matrix, aj=ui/uj, where aij is the relative priority judgment comparing hierarchy 3
elements i and j and ui is the priority of element i. In an inconsistent matrix, the two quantities will
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Idiffer. The LLS estimator for ui is the geometric mean of the n elements of the ith row of the

matrix of pairwise comparisons. The geometric mean of n numbers is the nth root of their product.

The LS method is similar to the LLS, except that the function to be minimized is

*~ ~ (u./ JJ

However, unlike the LLS method, there is no closed form solution to the problem of

-- estimating the ui. Jensen (1984) has argued that the LS method yields priority estimates that have a

number of important advantages over estimates produced by eigenvector prioritization. AI disadvantage to implementing the LS method, however, is that the minimization problem does not

have a closed form solution. As a result, the priority estimates must be made using numerical

methods. In addition, there is no guarantee of a unique solution to the minimization problem

(Saaty and Vargas, 1984).

All prioritization methods are techniques for estimating the unknown weights underlying3 the noisy but otherwise consistent judgments of relative priority. Whereas the LLS, the LS and the

RR methods are developed from explicit loss functions to be minimized, eigenvector prioritization

3 is not.

Thus based on different assumptions and loss functions, we should not expect the four3 methods to have identical properties. The methods could be judged on any number of criteria,

including accuracy (i.e., statistical bias, efficiency). ability to preserve known rankings,

robustness under the violation of assumptions, ease of implementation, the availability of auxiliary

information associated with the method (e.g., the eigenvector method's consistency-indexing

statistics), generality to special problem conditions, etc. Further, different methods could be

3 reasonably adopted under different circumstances.

Crawford and Williams have reported analyses of the LLS method (1984, 1985, and

ICrawford, 1987) and have suggested several criteria upon which it [LLS] may be preferred to

eigenvector prioritization. Among their important arguments, they conclude that the LLS method

"...is statistically superior. The geometric mean is the maximum likelihood
estimator and is thus also the least squares estimator of the priorities underlying the
comparison judgments. As a result, it has all of the "usual desirable properties of
least squares estimates," such as unbiasedness and minimum variance. Further, the
LLS method can be adapted to cases of missing or multiple judgments;

is easier to calculate;
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gives rise to a measure of consistency with known statistical properties. Crawford I
and Williams show that S2, the sum of squared differences between In aij and
ln(wi/wj), divided by (.5)(n- 1)(n-2), is an unbiased estimator of the variance of the
disturbances, and "hence is a natural measure of consistency of A" (Crawford and I
Williams, 1984, pg. 19). Recall that inconsistency will be directly related to the
magnitude of the disturbances." i
As part of their Monte Carlo analysis of random "judgment" matrices, Budescu et al (1987)

also reported critical values for S2. Their tables include these values for matrices of sizes 4, 6, and

8 at three levels of "significance." However, their regression equations for estimating the critical
values of other-sized matrices do not perform well in estimating the tabled values.

As an alternative criterion, Crawford (1987) developed a table that provides values for S2 e

that correspond to Saaty's (1980) CI=0.10 criterion for consistency. i
Saaty and Vargas (1984b) criticize the LLS method, in part on the ground that for n>3, the

LLS method uses only the data in the ith row of the matrix of comparisons to determine the priority

of the ith comparison element. As a result, it produces rankings insensitive to inconsistencies U
between the rows.

In concluding their paper, Saaty and Vargas show that the LLS method and the LS method 3
yield priority vectors different from eigenvector prioritization when judgments are inconsistent (in

addition to the aforementioned uniqueness problem of the LS method). Further, the vectors imply I
different rank orders of the elements compared, implying that eigenvector prioritization more
adequately preserves the rank order of the preferences underlying the judgments. However, 5
Crawford and Williams (1984, 1985) have shown in Monte Carlo simulations that the LLS method
performs no worse and frequently performs better than eigenvector prioritization on several 3
criteria, including rank preservation.

The study was based on pseudo-randomly perturbed matrices that Crawford and Williams 3
constructed from consistent matrices. For this purpose they used the error riodel
aij=(Wi/Wj)(l+dij), which all researchers assume for AHP judgment matrices. Using this error

model, Crawford and Williams constructed perturbed matrices from consistent baseline judgment I
matrices of dimension 5, 7, or 10. They pseudo-randomly drew the dij disturbances from either

lognormal and from uniform distributions. They also varied the variance of these distributions 5
between 0.01 and 1.0, and thereby varied the resulting average CIs.

Crawford and Williams (1984, 1985) compared eigenvector prioritization with the LLS
method on several criteria, including the summed squared differences between estimated and actual
weights, and the summed squared differences between estimated and actual log weights. They i

also reported the number of rank reversals and the sum of squared differences in ranks that
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I occurred. Finally, they reported the percentage of trials in which the LLS method outperformed

eigenvector prioritization on each of the aforementioned criteria.

As Crawford and Williams did not report the matrices used as consistent baselines, we can

only assume that the matrices were "different" under the different size conditions and were

representative of an interesting class of judgment matrices. As a result, we cannot determine if

their results are independent over different matrix sizes and whether their results are generalizable

I to all "types" of judgment matrices. However, given these caveats, they found that the LLS

method was essentially equal to or better than eigenvector prioritization with regard to squared

differences.

The LLS method similarly dominated eigenvector prioritization with regard to rank

I preservation, although less strongly and less clearly so in the case of uniformly distributed

disturbances. What is less clear is the practical significance of the absolute differences between the

methods. For instance, consider the difference between the LLS method and eigenvector

prioritization with respect to the sum of squared differences of logs. For disturbance term

i variances between 0.01 and 1.0, this statistic varied between 0.2 percent and 8.9 percent for

matrices of size 5, and between 0.2 percent and 15.8 percent for matrices of size 7.

Crawford and Williams also reported that the superiority of the LLS method over

eigenvector prioritization increased with the size of the comparison matrix and with the variance of

the disturbances. They reported that both these results were expected on theoretical grounds.I- They thus concluded that for the conditions they explored in their study, the LLS method is

superior to eigenvector prioritization with respect to accuracy measures.

Barzilay, Cook, and Golany (1987) also discuss criteria that favor the LLS method over

eigenvector prioritization. In their paper they showed that the "only solution satisfying consistency3 axioms for the problem of retrieving weights from inconsistent judgements matrices whose entries

are the relative importance ratios of alternatives is the geometric mean." (Barzilay et al, 1987, pg.

I 1).

Zahedi (1986) also conducted a Monte Carlo study of alternative estimators of the priorities

5 underlying inconsistent judgment matrices. However, the results of the study are limited with

regard to practical applications because Zahedi allowed "judgments" on the interval [.00001,

100,000]. Zahedi's results were that her mean transformation method was no worse or better than

either the LLS method or eigenvector prioritization when the disturbances were gamma distributed.

Otherwise, all methods performed about equally well when the disturbances were either

lognormally distributed or uniformly distributed.

3 111-43



I

Zahedi's mean transformation method estimates the priority wj as the mean of a statistic bijI

with respect to the index i. The statistic bij is found by transposing the comparison matrix and

dividing each row element by the sum of the elements in that row. 3
An interesting suggestion made by Zahedi was to collect data for all off-diagonal elements

of the comparison matrix, rather than forcing aij to equal 1/aft. She observed that the accuracy of 3
the estimates could be substantially improved under some conditions of disturbance distribution

and matrix size by requiring simulated judgments for all off-diagonal elements. However, note

that this condition violates the AHP's reciprocity assumption and does not leave the matrix of

pairwise judgments a positive reciprocal matrix. It remains to be seen whether this result holds for 3
real judgment data.

4. Aggregating Group Opinion and Missing Data I
The AHP can be used both for individual and group decisionmakers. When used with a

group, Saaty (1980) recommends that the group reach consensus on the judgments rather than I
averaging their responses, particularly if the group is well-informed on the subject domain.

However, if the disparate responses need to be averaged, Saaty suggests using their geometric 3
mean because it is compatible with the constraints that aij=1/aji. (Aczel and Saaty, 1983).

As an alternative, Crawford and Williams (1985) demonstrate that an extension of the LLS 3
method also can be easily adapted to handling the responses of multiple judges. McCurdy (1989)

has further enhanced the LLS method by developing a robust regression variant of it that also 3
handles multiple respondents.

A second area in which extensions to the AHP have added to its versatility is that of 3
missing observations. This area is important because the number of comparisons required in a
given study may be excessive from the point of view of data collection. In addition, the 3
practitioner may have to handle the very practical case of missing responses.

Crawford and Williams (1985) and McCurdy (1989) show how the LLS method and its 3
robust variant can be extended to the case of missing observations. In addition, Harker (1987a)

has discussed the issues of incomplete data and of reduction in the number of questions that must

be asked in an AHP analysis. His paper developed a method based on gradient of the right Perron

vector of the judgment matrix to handle the cases of missing observations. He then used Monte

Carlo simulation analysis to evaluate the adequacy of this approach. Harker (1987b) refined this I
approach and provided further simulation evidence on its adequacy.
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G. EVALUATION

Our evaluation of the AHP falls into two general areas. The first regards implementation 3
issues; that is, how should an AHP analysis be performed. The second involves theoretical

questions raised by the critical literature and by our own observations. 3
1. AHP Implementation Issues

A number of authors have questioned whether the assumption of independence of criteria
on alternatives (Saaty, 1980) is ever satisfied in AHP hierarchies (Schoner and Wedley, 1989;
Dyer and Wendell, 1985; Dyer, 1990a). However, the practitioner does not have to take this

extreme position to understand that assumptions should be tested whenever possible, rather than
being taken for granted. AHP users should carefully evaluate their hierarchies for dependence 3
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I between and within hierarchy levels, noting that this is an empirical assessment as well as a logical
assessment. Thus, for instance, judges should make pairwise assessments of the relative priority

of criteria with regard to each lower order element.

If the priorities among the criteria differ over alternatives, then remedial measures need to

be taken. One difficulty with doing this at present is that there are no formal guidelines for
estimating the "amount" of dependence present, and given a loss function, for deciding that the3 conventional AHP is not appropriate for a given problem. Therefore, a conservative analyst may
want to assume dependence and either use the supermatrix method suggested by Saaty (1980) or

I the equivalent methods recommended by Schoner and Wedley (1989) or by Dyer (1990a; Dyer and
Wendell, 1985).

SAHP practitioners should also consider tailoring their judgment-eliciting questions to the
requirements of their study, as suggested by Watson and Freeling (1983), Saaty, Vargas, and

I Wendell (1983), Schoner and Wedley (1989), and Dyer (Dyer and Wendell, 1985; Dyer, 1990a).
This means providing standards and ranges upon which the respondents will base their judgments.
In addition to targeting the questions to the requirements of the study (and there well may be no

particular requirements), this step standardizes the procedure so that the results may be interpreted
in the context of the questions asked and the results obtained from different respondents may be at3 least comparable in terms of the questions asked. In addition, Schoner and Wedley suggest that
the kinds of questions asked have implications for the procedure used to determine the relative
priorities among the elements being compared. If Schoner and Wedley are correct, the questions
asked and the prioritization procedure used should be kept compatible with each other.

All of the above comments, as well as other issues raised in the critical literature, require
that AHP studies be pilot-tested. Pilot testing allows the practitioner to determine usable question
formats, detect near copies, diagnose dependencies, and take remedial measures when necessary.

Questions remain with regard to the kinds of conclusions that can be drawn from AHP
results. The criticisms of Veit and Birnbaum et al from the psychological measurement area and of
Meyer and Booker suggest that results from the AHP are not ratio-scaled. Dyer and Schoner and
Wedley come to similar conclusions, although from a different perspective. In practical terms, this

means that, at minimum, practitioners may not want to give a meaningful interpretation to the ratios
between priorities estimated for AHP alternatives. If the results show option A with a priority of
0.6 and option B with a priority of 0.3, analysts may not want to conclude that option A is
preferred twice as much as option B, but only that option A is preferred to option 3. Note that3 Dyer's criticism suggests that even this kind of conclusion may be too much, and that a more
careful consideration of Veit and Birnbaum's position may agree with Dyer.
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Finally, Saaty (1987a) and Harker and Vargas (1987) argue that the AHP is not suitable for i
handling cases in which the alternatives include "near copies subsets" (Dyer (1990a) has criticized

the method for this limitation). However, this argument creates a problem for the practitioner. I
There is a need for a method that does not require repetitive application of the AHP to empirically
identify near copies using Saaty's heuristic. In practice we have observed studies wherein the

authors did not have the time to iteratively query their respondents, identify and remove near

copies, and then requestion their respondents. Conventional AHP might not be suitable for these

studies, although Schoner and Wedley's variation, which is claimed to be insensitive to near

copies, might be.

The bottom line with regard to implementation issues is that the AHP is not an "easy"
method to use. Existing software and the examples of AHP analysis reported in the literature i

certainly give the appearance of ease of application. However, very few of these cases report

rigorous empirical analysis of dependency relations within the hierarchy, concern for careful

design of judgment-eliciting questions, or post-analysis search for near-copy alternatives.

2. Theoretical Issues

At the heart of the theoretical evaluation are unanswered questions regarding assumptions

underlying the AHP methodology. l
Saaty's psychological model of preference judgments states that respondents form ratios of

impression when asked to do so. However, accumulating evidence from the psychophysics and

judgment literature suggests that this may not be true. How people respond to AHP-type questions
is an empirical question and should be addressed empirically as a critical assumption of the

methodology. Answering this question may thus be important for those interested in using the

AHP, whether to determine preference orderings or to take advantage of the ratio-scale properties

claimed 'or it. It may turn out in fact that the AHP might be robust enough because of some yet
unidentified result to provide "good enough" approximations to ratio-scale results. However, this

is only a speculation at present.

Dyer and others have claimed that the AHP is nothing other than an additive MAV/MAU

method, and thus is underpinned by the same set of independence assumptions and should be

judged in terms of the same criteria as this class of methods. However, Saaty and this colleagues

disagree, particularly on the significance of rank reversal to the validity of the method. Thus, the
whole issue of whether the AHP requires remediation depends on the resolution of this issue in the

mind of the user.
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U Given a belief that the AHP requires remediation, Schoner and Wedley's and Dyer's

suggestions regarding corrective measures to the AHP need to be given more careful thought and

discussion to determine their utility. However, their work shows promise as a unified approach to

framing specific AHP comparison questions and correcting for the possibility of rank reversal and

related problems.

Finally, while recognizing inconsistency in human judgment, AHP theory has no theory

I for judging differences between weights -- if two alternatives respectively have priorities of 0.21

and 0.20, should we treat the first as being more important than the second? Intuition suggests that
the answer is no, first because the difference is small and probably is not significant in a practical

sense, and second, because the inaccuracy and low reliability of human judgment and perception

make the difference appear more to be part of the "noise than the signal." However, what if the

two priorities were 0.23 and 0.20?, or 0.25 and 0.20?, or 0.30 and 0.20?, or 0.40 and 0.20?
When does the difference in priorities become credible? What are the criteria that should be used in

assessing the credibility of a numerical difference in priorities? The literature does not yet provide

any guidance with regard to judging the results of an AHP analysis. However, this is not a3 criticism of the AHP as much as a suggestion for extending the AHP in a way that would make it

more useful to the practitioner.
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IV. SUBJECTIVE TRANSFER FUNCTION METHODU
This chapter presents an analysis of the subjective transfer function method of3 forecasting. It is organized into five major subheadings, each followed by a (chronologi-

cal) listing of reference literature relevant to that particular major subheading, if applicable.
Each of the five papers presented in this study follows the same general outline for ease of

reader reference and comparison. Before beginning our dissertation on the subjective
transfer function (STF) method, we offer a brief historical background of its development.

The STF method is a procedure for assessing and representing expert knowledge of

complex systems in which well-defined outcomes are related to factors that influence them.

Veit and Callero developed the STF method at the Rand Corporation and with their

colleagues, have modelled several systems, including tactical air command and control in a
Korean-based land battle (Callero, Naslund, and Veit, 1981b, c) and immediate targeting

systems in battlefield-air interdiction (Veit, Callero, and Rose, 1984). More broadly, the3 STF method could be used to analyze any systems that could be expressed in terms of well-

defined outcomes and factors that influence them, including political/economic systems,

strategies, organizational structures, and multi-objective preference systems.

The result of an STF analysis is a model that takes the form of hierarchically linked

mathematical functions that relate system characteristics to system outcomes. This structure

then allows the user to 1) identify tradeoff relationships between factors, 2) assess the
impacts of modifying the level of factors, and 3) compare alternative systems in terms of

the outcome.

* A. DESCRIPTION

The subjective transfer function method has three main "steps." First, the user

develops hierarchical models of the system of interest. These models take the form of a

hierarchy of outcomes (e.g., targets killed, materiel transported) and the factors that

influence them (e.g., target availability, munitions availability, delivery systems' accuracy,

target location accuracy, weather, etc.). Figure IV-1 is a hierarchical representation3developed by Veit, Callero, and Rose (1982c) to model the battlefield air interdiction
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immediate targeting task. Table IV- 1 defines each of the outcomes and factors appearing in i
Figure IV-i.

Experimental unit 1: ImmedIate targeting I
experts I IMMEDIATE TARGETING

FI
I

Experimental unit 2: Target IdentificatIon expert.
(targeteer)

II

SI U
FLOCATION

CLASSiFICATIM COEAE CREC[OAIN COVERAGE CREC

Figure IV-1. Hypothesized Immediate Targeting Structure I
The hierarchical form of the model allows for treating some outcomes as factors

which influence higher order outcomes. This hierarchical form also allows the analyst to

partition the model into outcome-factors units ("experimental units"), which respondents

can judge separately according to their expertise.

In Figure IV-1, the immediate targeting outcome is influenced by the six factors

subordinate to it in the model. Furthermore, one of the factors, "Target Identification," is

itself a sub-outcome dependent on subordinate factors. The two outcomes, "Immediate

Targeting" and "Target Identification," and their subordinate factors represent two separate

judgment experiments that can involve the knowledge of different respondent groups, Air

Force immediate targeting specialists ("Those who put bombs on targets") and Air Force

targeteers.

Given one or more system models, respondents next assess outcomes as a function

of varying levels of the factors. The STF methodology' requires study designs that

l'he STF methodology itself incorporates an approach to the measurement of subjective values termed K
"algebraic modelling." This paper will generally not distinguish between those aspects of an STF analysis
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I simultaneously manipulate the levels of all factors (a "fully-crossed" factorial design), as

well as the number of factors simultaneously considered. Each description consisting of a

I set of factors set to specific levels is a scenario. The following is one such scenario

formulated with respect to immediate targeting outcomes with the first experimental unit of

Figure IV-1.

"Thirty percent of the important second echelon forces are identified in a timely
fashion. Facilities can support 60 percent of the necessary immediate targeting
activities. Tasking can be correctly communicated to 60 percent of the forces in
time. There is timely access to the status of 10 percent of the Alert and Airborne
forces. Weather data are three hours old. What percent of force application
opportunities can be exploited in a timely manner?" (Veit, Callero, and Rose,
1982c, p. 17)

3 Table IV-1. Immediate Targeting Task: Definitions

IMMEDIATE TARGETING: the percent of important force application opportunities that
can be exploited by matching a proper tactical air weapon system with an important enemy
target at an appropriate time.
FACILITY OPERABILITY: the percentage of all necessary immediate targeting activities
the facility can perform if all effective force applications were to be exploited.
DISSEMINATION: the percentage of forces to which tasking can be correctly3 communicated in a timely fashion.
TARGET IDENTIFICATION: the percentage of important second echelon force elements
that can be identified in time for the sake of the immediate targeting function.
ALERT FORCES: the percentage of the designated alert forces for which there is timely
access to status information.
AIRBORNE FORCES: the percentage of the tactical air forces that can be airborne in time
to be used by the immediate targeting function for which there is timely access to status
information.

WEATHER: the age of reliable weather data in the second echelon area and at the tactical
air bases.
VEHICLE LOCATION CLASSIFICATION: the ability of and conditions under which
sensors can locate and classify enemy vehicles (locate, locate and classify, all weather, clear
weather only).
VEHICLE COVERAGE: the percentage of second echelon vehicles observed.

I
I

unique to the STF method and those inherited from algebraic modelling. However, the interested reader is

referred to the following literature for more information on algebraic modelling: Anderson 1974a, 1974b,
1979, 1981.
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Table IV-1. Immediate Targeting Task: Definitions (continued) m

VEHICLE CURRENCY: the time interval between the observation of vehicles in the m
second echelon and the data's availability for processing in the command and control system.

PROCESSING: the process by which enemy vehicle and emitter information is processed
and interpreted (fully human processing of hard copy textual information and humanI
interpretation, computer processing to sort textual information/human interpretation,
computer generation of graphical displays/human interpretation, fully computerized data I
processing and interpretation).
EMITTER LOCATION CLASSIFICATION: the accuracy with which sensors can locate
enemy emitters in the second echelon.
EMITTER COVERAGE: the percentage of enemy echelon emitters in the second I
ec"'Ion that have been observed.
EMITTER CURRENCY: the time interval between the observation of enemy emitters in
the second echelon and the data's availability for processing in the command and control m
system.

In practice, a fully crossed factorial design may be unnecessary, and a "partial" m

design may be substituted. Veit, Callero, and Rose discuss guidelines for doing this

appropriately. (1984, pg. 32)

Using the responses to the scenario questions, the user next assesses the

respondents' covert judgment process for using the questionnaire information to form

responses. This assessment produces a mathematical function that models responses as a

function of factor levels. Callero and Veit term these functions STFs because they link two m

experimental units via the common entity that is an outcome in one unit and a factor in
another. Together with the structural model of the system, these functions represent the

respondents' knowledge of how the system functions.

Given the final STF model of the system, we can evaluate the performance of
alternative systems by comparing the outcomes for different factor level inputs. Since the

STF models consist of mathematical functions, factor levels not specifically evaluated in the

assessment study can be examined when they refer to physically-measurable variables. We

can readily identify tradeoff relationships by plotting the effects of several factors on

outcomes.

We expand on the procedures of the STF method below, following an introduction

to the theory that underlies it and that motivates it.

I
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1. Defining Characteristics of The STF Method

The STF method has several defining characteristics. First, it models algebraically

the process by which information is covertly combined into a response. Second, it

provides entities which serve as outcomes in one experimental unit and as factors, and

therefore inputs, into a higher order experimental unit. Thus, the hierarchical levels of the

STF model are functionally interlinked without requiring the assumption of an arbitrary

aggregation rule.

We introduced the concept of psychological representation processes in Chapter I of

this document and demonstrated the significance of the psychological processes that

mediate between the statement of a task and the response to the statemen.. Veit and Callero

extend this argument by asserting that correctly modelling the psychological processes

underlying respondents' judgments is essential to giving the judgments a meaningful and

valid interpretation.

The psychological processes that underlie judgments dictate the properties that we

may attribute to the resulting data. Most important for our purposes, these properties

include the meaningfulness of various kinds of relationships between numerical judgments,

such as differences and ratios -- Is the difference indicated by ratings of 9 and 10

interpretable as equalling that between ratings of 1 and 2? Does a rating of 4 indicate twice

the magnitude of a rating of 2? The answer to both these questions is -- the numerical

relationships between judgments are = directly interpretable. Numerical scale values,

which are interpretable, are derived from models of the judgment process underlying the

ratings. Then, the numerical interpretability of the scale values depends on the properties

of the scale. 2

Veit and Callero argue that the psychological judgment processes, and thereby the

properties of the numerical judgments, should be assessed rather than assumed. An invalid

assumption about the properties of judgment data can invalidate the conclusions that depend

on them, while the assessments are conceptually easy to make.

Careful attention to questionnaire designs in the STF methodology permits the

discrimination of alternative models of the the psychological processes underlying the

I
2 One example wherein a simple numerical relationship is not meaningful involves temperature

measurement on the Fahrenheit scale, which does not allow for meaningful statements of ratios between
temperature measurements. A temperature of 100 degrees Fahrenheit is not twice as "hot" as a temperature
of 50 degrees Fahrenheit. However, measured on the correct scale (i.e., Kelvin), such a relationship
between temperatures of 100 degrees and 50 degrees is meaningful.
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responses. Each model makes a variety of predictions regarding how judgments of i
outcomes vary with different values of the factors that influence them. It is by collecting

these judgment data according to well-planned study designs that the unique footprints of i
alternative judgment models can be discerned in the data.

a. A Psychological Model of Judgment i

The central theory of judgment underlying the STF method is outlined in Figure

IV-2. The outline depicts that data are internalized, combined to form a perception or

"impression," and then "externalized" in the form of a response.

The outline suggests that three kinds of psychological processes mediate between

data and response. The respondent represents data, whether explicitly numerical or not, as

internal subjective values. The rcspondent then combines the subjective values to form an

integrated perception, or "impression," which [still] is represented internally as a subjective

value. Finally, the respondent "externalizes" the internal impression into a response that l
conforms to the requested response format (i.e., yes/no - -umerical rating, a verbal

description, etc.). We expand on model stages beiw. 3
External Internal External

(Scaling (Combination (Judgment
function) function) function)

D ata > Subjective value , A, I
* IntegratedM

. _ .r Impression Response

Data k - - - >Subjective value k

Figure IV-2. Transformation of Data to Judgments

According to the conception of psychological judgment processes depicted in

Figure IV-2, respondents first transform data, whether numerical or non-numerical, into a

subjective scale representation. The transformation is not necessarily a conscious or overt

process and the subjective scale values should not be thought of as being numbers; rather,

subjective scale values may be thought of as psychological impressions or as perceptions of

magnitude.
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I b. Combination Rules (Functions)

Without overtly using mathematical formulas, people nonetheless are able to

combine magnitude information to form an overall impression or response in ways that

researchers have been able to model with arithmetic functions (Birnbaum, 1974a, Veit and

Callero, 1982d). The functions vary from simple additive and multiplicative functions to

more complex weighting functions. Veit, Callero, and Rose (1984) display four such3 functions which the, have found to be useful in their analyses. While there are an infinite

number of rules that could be used to model respondents' combination processes, only a

small number have been found to be necessary in practice.

c. Judgment Function

I Just as subjective scale values are impression-like rather than overtly numerical in
the outline of the judgment process, so too is the product of combining or comparing3subjective scale information. Therefore, in order to make a numerical response, the

transformation from internal impression to exte.nal numerical form must occur in the

3 model.

d. Implications of Psychological Processes: "Ratios" vs.
"Differences"

When asking a judge to form a ratio of two quantities -- Judge how many times

stronger A is than B? 3 -- the forgoing discussion indicates that we must be interested in the
processes people go through when instructed to make judgments of this sort. Asking for

this ratio directly as part of the judgment would appear to be the most sensible way to get

that information. However, Veit and Birnbaum (Veit, 1978, Birnbaum, 1978, 1981) argue

that when instructed to make ratio comparisons of magnitudes, respondents take

differences and instead "exponentially transform the dife " of the subjective scale
values (i.e., Rab=ea -b = ea/eb) so that the responses obey the predictions of a ratio model

of the judgment process. Responses, however, would not represent the ratio of the

respondents' subjective scale values, but rather the ratio of exponentially transformed

I subjective differences. That is, from the response we should not infer that the respondents'

subjective value for a is (ea/eb) times that of b. The assumption that respondents follow

3 Let us denote "objective" data with upper case letters, subjective c raluations of these data in lower case
letters, and the response comparing the ratio of subjective values a and b as Rab.
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task instructions to judge ratios implies a model with a ratio combination process and leads I
us to this erroneous conclusion.

Birnbaum argues further that even if the judgments actually made were ratios, i
interpreting the results as the ratios of the respondents' subjective evaluations of the data

still may not be valid. I
In judging -he ratios of subjective scale values for A, B, and C, Birnbaum argues

that respondents report Rab=anlbn, Rbc=bn/cn, and Rac=an/cn, where n is an arbitrary, I
real constant. The ratios stated are consistent amongst each other as a group
(Rab=(Rcb)(Rac)) supporting an assumption of ratio comparative judgments. (However,

except when the exponent has the value of 1, the ratios do not correspond to the ratios of

the underlying subjective scale values.) Yet it is the underlying scale values that we will be
interested in rather than the exponentiated transforms. Simply asking the respondent to

make ratio judgments does not permit the determination of the value of n and the subjective

value of A is not generally an/bn times that of B. Thus, the subjective scale values

derivable from these ratio comparisons, and the ratio comparisons themselves, are unique

only up to a power transformation (or a log-linear transformation) of the underlying scale
values and "true" ratios.

Veit, Callero, and Rose argue that the STF methodology of collecting judgment data
with carefully thought out study designs allows the analyst to determine the appropriate

model of the judgment data and thereby the properties of the resulting numerical scale.

2. Theoretical Background

The reasoning behind Veit and Callero's arguments comes from algebraic modelling

approach to the measurement of subjective judgment. We provide some theoretical

background to this area in Appendix A with material from Veit's paper (1978) "Ratio and

Subtractive Processes in Psychophysical Judgment." Other helpful references, especially

Anderson (1974a, 1974b, 1979, 1981) and Birnbaum (1981), are provided in the

"Supplementary Techniques Bibliography." provided in this Chapter.

3. Steps of the STF Method: Function Assessment

Subjective transfer functions are assessed for each experimental unit using the
respondents' estimates of the outcomes given specified levels of the factors. Given these

data, the STF methodology allows identification of 1) subjective values for the "objective"

questionnaire input data (further analyses of these subjective values may permit the
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i identification of systematic relationships between "objective" input and subjective values);

2) combination functions for modelling how respondents create an overall perception or

"impression" of the data in response to the requirements of the task given them; and

3) determination of information about the function that transforms the internal "impression"

5into an external response.

Having discussed the procedures involved in the STF methodology and some of its

5 underlying theory (Figure IV-2), we can expand upon the role of varied questionnaire

designs that we touched on above.

i In their several papers, Veit and Callero illustrate interactive and noninteractive

combination functions for explaining how people integrate subjective scale values to

internal perceptions. Six functions are illustrated in Table IV-2, three each of

noninteractive and interactive types. In the Table, all equations are specified for three
factors: A, B, and C. The sij variables represent the subjective values for the jth level of

the ith factor (i.e., SA1 represents the subjective value of the first level of factor A, where

factor A might be currency of weather information and the first level is 1 hour. [See Figure

IV- 11); the w variables represent the weights associated with the subscripted factor. The
"r" variables are the internal perceptions or "impressions" that result from combining the

subjective values; the "a" term is a constant for the additive and multiplicative models. The

w parameter is the weight of the range term SMAX-SMIN, which is simply the difference

3 between the largest and smallest subjective value placed on information presented in a
questionnaire item. Finally, wo and so correspond to indexes subjectives and weights on

them corresponding to "initial impressions." Initial impressions are "what the response

would be in the absence of specific information" (Veit, Callero, and Rose, 1984, pp. 16)g stated in the questionnaire items.

I
I

I
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Table IV-2. Possible Subjective Transfer Functions

A. Noninteractive functions 3
r= SA+SB+SC +a Additive

I
wASA + + WC sk Averaging

WA + WB + Wc 5
WoS O + WASAi + WBSe. + WCSCk Relative-weight I

S = W + (averaging with
O+ WA +WB +C initial impression)

B. Interactive functions

r = sA sB sS + a Multiplicative

I
W0 + WAS A + WBSB. + WCSCk

w SA MN Range
0o+ WA +B +WC I

WoSo + wsA+ + wB s + wsC,

r w + WA + w. + W Differential-weight

Source: Adapted from Veit, Callero, and Rose (1984) 3

Each model makes a number of predictions about the pattern of judgments that 1
result when the factors are manipulated across levels in factorial designs. The plots of

predicted judgments as a function of factor levels and scenario designs (e.g., the number 3
and identity of factors simultaneously manipulated in scenario questions) depict footprints
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Iagainst which corresponding plots of judgment data can be compared. Critical attributes of

the judgment data plots are then diagnostic of one or more combination models which could

I have generated them. For instance, judgment responses can be plotted as a function of two
factors, one factor on the abscissa (SA) and one factor (SBj) as a family of separate curves

for each level of the factor. If an additive model is the appropriate way to relate responses
to scale values for the levels of these factors, r = SAi + SBj, then the separate curves for r5 as a function SBj will be parallel. More generally, all three of the noninteractive functions

displayed in Figure IV-2 will produce parallel curves when predicted judgments are plotted

.3 against the levels of two or more factors.4 Thus parallelism is only partially diagnostic of

the most appropriate judgment model for the data. Additional graphical tests are required to

tease apart the remaining hypothesized models further; these tests are only possible because

the factional experimental designs for contracting scenario questions make the pertinent

judgment data available.5

i Veit et al. (1984) describe several other graphical footprints which are diagnostic of

alternative combination functions (pp. 20, 24-26). Veit et al. (1982) demonstrate the5, diagnosis of judgment models using graphical footprints.

3 4. Steps of The STF method: Analysis

Once having collected the judgment data and having assessed information about the

underlying psychological judgment processes that produced it, the final "step" in the STF

methodology is the estimation of the unknowns of the combination functions. The data for

this analysis consist of the responses to the questionnaire items, all other variables

displayed in the models of Figure IV-2 are unknown coefficients to be estimated. These
include the additive constants for the additive and multiplicative models, the factor weights,

the subjective values and weights for the initial impressions, the range factor weight, and

the subjective values themselves. Thus, all data regarding the covert, psychological

I processes underlying the observed responses proceed from the combination function

selected to account for the judgment data. Veit, Callero, and Rose (1984) used a technique

for estimating the unknown values by minimizing the least square error between the

observed data and that which would be predicted by the fitted model. The level of

I
4The three interactive combination functions yield corresponding plots which converge or diverge in a fan-

like pauem.5 More complex study designs allow for hypotheses to be tested about the judgment function, which
"externalizes" the integrated impression into a response (Veit et al., 1984, pp. 27-30).

U IV-11

I



I

"badness of fit," that is, the sum of the squared error remaining after fitting the model, is n

then used as a diagnostic to compare alternative hierarchical models of the system under

study. 3
5. Steps of The STF method: Additional Considerations I

Veit, Callero, and Rose (1984) discuss strategies for selecting experimental

designs. This represents an important area of practical concern because a fully factorial j
design for an experimental unit with several factors at several levels might yield an

impractically large questionnaire. In this regard, pilot studies to collect preliminary

information are essential. For the full study, it is possible to avoid implementing a fully

crossed factorial design; instead, the study could be designed to provide sufficiently strong

assessments of the functions under consideration. Thus, if two functions make identical I
predictions for a subset of the complete set of questions, then these questions become

candidates for not being included in the final study. Results from pilot studies also can f,
contribute to designing the study inasmuch as useful information is collected about the

effects of factors and how they interact. Veit, Callero, and Rose (1984) discuss these

strategies in some greater detail in their paper.

Finally, Veit and Callero have discussed a number of other subsidiary issues that 5
are important to understand in order to be able to implement an STF study. Among them

are calibrating initial input scale values, and 2) defining alternative structural models of the

system. These are discussed at some length in Veit and Callero (1981a).
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Software to implement aspects of the STF currently is under development at The3 Rand Corporation. The interested reader should contact Dr. Clairice Veit, at the Rand

Corporation, for additional information.

IG. EVALUATION AND COMMENTS

SThe STF is an interesting methodology that has not yet received the kind of critical

attention necessary to evaluate its theoretical or practical value. On its face, it seems to
require more resources to implement than do many other methods. However, some of

these methods have not been applied with the level of effort required to ensure satisfaction
of underlying assumptions, and therefore accurate results. Thus, the difference in ease of

application may be illusory. Furthermore, as a straightforward methodological
development of psychological measurement theory, the results of an STF study may have a3 firmer theoretical foundation than do those resulting from comparable methods (i.e., utility

assessment, the Analytic Hierarchy Process).

We stress the word may because, while Veit and Callero make compelling

arguments in favor of the STF, the method has not been rigorously compared with other
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comparable methods. This situation may exist for several reasons. First, reports I
describing the method and its application have been limited to Rand Corporation research

reports, which has limited the audience to whom the work has been exposed. Second, the 3
Rand research reports on the STF may be inaccessible to many because the authors

describe their work in language and concepts unfamiliar to most readers. Existing 3
documents and tutorials on the STF may not even adequately motivate the value of the

method in language accessible to the layman. Finally, the STF lacks a "handbook" that
thoroughly documents the method. Such documentation would provide a comprehensive

treatment of relevant concepts of experimental design, pretest design strategy, graphical

model assessment, model fitting, and the statistical assessment of models for those without l
a sufficient statistical background. It also would report a case study in enough detail to

allow the interested practitioner to learn the method by example.m

We generally are not in favor of practioners applying methods "in cookbook

fashion" without a good understanding of the underlying theory and assumptions. I
However, detailing the pro,-de res of the method as steps to be followed in a well-defined

algorithm may go a v, r- ,ay toward introducing the methodology to the analytical

community.

Apart fiom its methodological value, the work on the STF is important in that it 3
raises important issues of psychological measurement that some subjective judgment

methods have not made contact with. Thus, beyond the question of whether STF itself

should be widely adopted by the analytical community, the issues that motivated its

development need to be thoroughly discussed by those interested in improving the quality

of analyses dependent on subjective judgment data.

In practical terms, we suggest that steps be taken to encourage existing practitioners

of the STF to submit their papers for publication to widely read journals (e.g., Operations

Research, Management Science, Interfaces, Naval Logistics Research) and to present their

work at forums widely attended by members of the analytical community.

II
3
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3 V. UTILITY THEORY

3 This chapter presents an examination of the utility theory. It is organized into five

major subheadings. Each of the five papers presented in this study follows the same5 general outline for ease of reader reference and comparison. Before beginning our detailed

discussion on utility theory, we offer a brief explanation of its origins.

3Utility theory and its extensions are often traced back to the axiomatized theory of

utility articulated by Von Neumann and Morgenstern. 1 By assuming that an individual3 could state his preferences between lotteries of different alternatives, and that these

preferences satisfied certain axioms,2 Von Neumann and Morgenstern showed that a

numerical function existed that mapped alternatives into real numbers and that was unique

up to a linear transformation. Other authors posited utility axioms somewhat different from

those of Von Neumann and Morgenstern, 3 but the objective was the same -- to assignIconsistent (according to the axioms) numerical values to human preferences. Once
determined, utility functions could be used in a variety of mathematical constructs, such as3 games (as defined by Von Neumann and Morgenstern, and others since) or optimizations.

Obvious continuous analogues of this discrete structure have been developed.

3 Multiattribute utility theory employs vectors of utility functions, each component of

which coiresponds to an "attribute" of the problem in hand. These vectors then can be5 used to create an overarching objective function or to identify non-dominated (Pareto-

optimal) sets of alternatives. 4

1Von Neumann, John, and Oskar Morgenstern, "Theory of Games and Economic Behavior," New York:
John Wiley & Sons, 1944.

2The original axioms of Von Neumann and Morgenstern were three. The first stated that the set of
alternatives under consideration is completely ordered. The second dealt with ordering and combining
lotteries. For example, if v is preferred to u, then the certainty of v is preferred to any lottery of v and u,
and if u is preferred to w, which is preferred to v, then there is a lottery involving u and v which is
preferred to the certainty of w. The third axiom dealt with the algebra of combining lotteries. Many basic
references discuss the Von Neumann and Morganstern axioms and alternatives to them.

3See the discussion of utility in Luce, R. Duncan and Howard Raiffa, "Games and Decisions," New York:
John Wiley & Sons, 1957.

4 Kccney, Ralph L. and Howard Raiffa, "Decisions with Multiple Objectives: Preferences and Value
Tradeoffs," New York: John Wiley & Sons, 1976.
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Assuming that utility functions can be determined has proven very useful for U
application to economics, decisionmaking, mathematical psychology, and other disciplines.

Our interest, however, focuses on the development of the functions themselves, i.e., going 3
from subjective preferences to numerical measures.

A. DISCUSSION AND IMPLEMENTATION i

Utility functions generally are evaluated by presenting an individual a set of £
lotteries; components of these lotteries are adjusted until some terminal criterion is reached.

Farquhar 5 provides an excellent overview of a number of approaches, as well as a

description of the steps involved in a utility assessment activity. In one approach, the

probabilities describing the lotteries are varied until indifference between outcomes is

reached. Consider the following small example.

Suppose that for some situation there are four alternatives: ai, a2 , a3 , a4 , with al

being a least preferred alternative, a4 being a most preferred alternative, and the remaining

alternatives ranked in preference order (the axioms of utility theory require that such a
preference ordering is possible). Denote the corresponding utility values by ul, u2. u3, i
and u4. One can arbitrarily assign uI=0 and u4=l. The individual whose utility is being

assessed then is asked to choose between the certainty of alternative a2 and the expected 3
outcome of a lottery among, say, al and a3 with probabilities p and (l-p). The individual

chooses a value for p for which he is indifferent between these two outcomes. This implies

u2=pul+(1-p)u3. One similarly could elicit a probability q so that the individual is

indifferent between a3 and a lottery between a2 and a4. This probability q would satisfy

u3=qu2+(1 -q)u4 (other lotteries among the alternatives are possible of course -- the axioms

ensure that the results will be the same no matter what lotteries are used). Assuming, as we
have, the values of ul and u4 , we can obtain u2=(1-p)(1-q)/(l-q+pq) and .

u3=(1-q)/(1-q-pq). This method sometimes is called the "direct assessment" method.6

Keeney recommends that where there are many alternatives with a natural underlying 3
ordering, applying direct assessment on a subset of the alternatives and interpolating for
those remaining sometimes may be preferred. 3,

Of course, one can vary more than the probabilities. Farquhar provides a

taxonomy. Let [x,a,yl denote the lottery with outcome x with probability a and outcome y g
5Farquhar, Peter H., "Utility Assessment Methods," Management Science, Vol. 30, No. 11, November,

1984.l

6 Keeney, op. cit.
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I with probability (1-a). Let R be the relation < (less preferred than), - (indifferent to), or

> (more preferred than). Then Farquhar lists seven possible approaches to evaluating

utilities based on what the individual whose utility is being evaluated specifies. These are

divided into three categories, as follows. The underlined element indicates the judgments

specified by the individual.

* 1. Standard Gamble Methods

Standard gamble methods compare lotteries to certainties, as was done in our

example above. First, "preference comparisons" are of the form [x,a,y] R w, where the

individual specifies the relationships between lotteries and certainties. Second, "probability

equivalences" are of the form [x,a,y] - w, where w is ranked between x and y. Our

example was a probability equivalence approach. "Value equivalences" are of the form

[_z,a,y] - w, and "certainty equivalences" are of the form [x,a,y] - w.

2. Paired Gamble Methods

SPaired gamble approaches compare lotteries to lotteries, but parallel the standard

gamble methods. "Preference comparisons" are of the form [x,a,y] Z [w,b,z].3 "Probability equivalences" are of the form [x,a,y] - [w,b,z], where both w and z are

between x and y; "value equivalences" are of the form [x,a,y] - [w,b,z].

3 Farquhar discusses details of each of these approaches and the advantages and

disadvantages inherent in each. Variations exist, but Farquhar's taxonomy is com-

prehensive. An approach described by Keeney is a form of "certainty equivalence"

approach. This procedure, intended for continuous options over a bounded region,
requires that one first choose least preferred and most preferred options, call them ao and

al , and then attempt to find that option in the range, denoted a.5, for which the

decisionmaker is indifferent between the certainty of a. 5 and a lottery consisting of ao with3probability 0.5 and al with probability 0.5. The corresponding utility values are u(a0)--O

and u(al)=l, arbitrarily, and u(a.5)=.5. One then proceeds to identify by the same type3 interval halving technique a.2 5 , a.7 5 , and so on. One then can fit a function through these

points to generate a utility function. The choice of function will depend to some extent on

whether the decisionmaker is risk averse, risk neutral, or risk prone. Generally speaking, a

decisionmaker who is risk averse will tend to prefer certainties to lotteries with the same

expected outcome, and his utility function will be concave. A decisionmaker who is risk

prone will prefer lotteries to certainties, and his utility function will be convex. A
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decisionmaker who is risk neutral will be indifferent between certainties and lotteries with N

the same expected outcome, and his utility function will be linear.

The overall approach can be as structured in a variety of ways. Keeney and Raiffa7

offer five formal steps: structuring the decision problem; identification of characteristics

such as continuity and risk properties (concavity); quantitative evaluation (using any of the
procedures outlined above); selection of a utility function fitting the quantitative results; and

evaluation of consistency.

3. Non-Gamble Methods

There have been a number of approaches proposed for specifying utility functions
without employing lotteries. For example, one can assume a strictly linear utility function 3
for a particular characteristic, assign a utility of 0 to the minimum plausible value that
characteristic can take on, and assign a utility of 1 to the maximum plausible value that

characteristic can take on 8. This, of course, assumes that the characteristic can take on I
numerical values. In a similar fashion, one can assume a priori some other functional

form, such as exponential, and use minimum and maximum plausible values to determine 5
parameter values. Some practitioners have even proposed allowing the decisionmaker to

draw freehand functions to be used in utility evaluations. 3
While such approaches avoid lotteries, it is not evident that the results are true utility

functions. Assuming a functional form without consulting with the decisionmaker may 3
ignore crucial attitudes toward risk that the decisionmaker may subconsciously hold. For

similar reasons, allowing a decisionmaker to simply create a function may not satisfy the

underlying axioms needed to justify the use of utility functions, thereby rendering
subsequent analyses using that function suspect on theoretical grounds. 3
B. CRITICISMS, CAVEATS, REPLIES

The attraction of utility theory is that it allows the economist, the game theorist, the I
operations researcher and other quantitative analysts to presume that utility functions exist
and to develop theory based on that presumption. In some cases, monetary attributes of a 3
particular problem or other preexisting quantitative measure provide a good proxy for
utility. However, when this is not the case, utility functions must be determined, as 3
7 Keeney, Ralph L. and Howard Raiffa, "Decisions with Multiple Objectives: Preferences and Value
Tradeoffs," New York: John Wiley & Sons, 1976. 3
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Isketched above, by having individuals declare preferences among lotteries. Not only is this
cumbersome, but we find that the results of any such exercise depend strongly on how the

lotteries are presented, i.e., individuals will give different responses to essentially the same
questions depending on how the questions are phrased. For example, experiments have3 shown that if medical treatment options are presented in which outcomes are expressed in
terms of how many people will be saved, measured utilities will be different from the5 identical options for which outcomes are expressed in terms of how many people will die 9.
This type of difficulty, which is termed "inconsistency," requires extreme care in
presenting lotteries. Inconsistency is an example of a "context effect," which has been

defined as "influences on preferences that are without normative basis." 10 Hershey,

Kunreuther and Schoemaker cite a number of experiments that demonstrate problems in

which identical lotteries are interpreted differently. In one example, a I in 100 chance of
losing $1,000 is compared to the certainty of losing $10. When this was presented to

I experimental subjects, 56 percent preferred the certain loss. When the certainty was
phrased as "insurance" to protect against the loss of $1,000 in the lottery, an identical

I situation in terms of expected value, 81 percent of the subjects preferred the "insurance"
option.

3 Even if context effects could be eliminated, and it is not clear that this is possible,1'
problems remain. Individuals may have a difficult time determining when they are
indifferent to lotteries. As Shafer 12 points out, there is a difference between indifference,

wherein one knows one is equally happy with two sets of ouLcomes, and indecision, in
which one cannot state preference orderings. Often, further information will help to

eliminate indecision, but that is not always the case.

* 8Examples of this sort of utility function evaluation are provided in Edwards, Ward, and J. Robert Newman,
Multiattribute Evaluation, Sage University Paper 26, Sage Publications, Beverly Hills, 1982.
9 See, for example, Shafer, Glenn, "Savage Revisited" in Bell, David E., Howard Raiffa, and Amos Tversky
(eds.), "Decision Making: Descriptive, Normative, and Prescriptive Interactions," Cambridge, Mti:
Cambridge University Press, 1988.

10 fHershey, John C., Howard C. Kunreuther and Paul J. H. Schoemaker, "Sources of Bias in Assessment
Procedures for Utility Functions," in Bell, Raiffa, and Tversky, op. cit.

S11We may consider that judgments are always made in some context. However, it has been argued (C.T.
Veit, personal communication) that systematically manipulating contexts provides a more complete
description of the bases for judgments and may lead to identification of invariant scales (e.g., utility
functions) underlying context-varying judgments (see M.H. Birnbaum and S.E. Sutton. "Scale
Convergence and Decision Making," Organizational Behavior and Human Decision Processes, in press.

12Shafer, ibid.

I v-5

I



Although utility axioms may seem a priori intuitive, they in fact often violate U
empirical evidence. For example, the Von Neumann-Morgenstern axioms imply that
preferences are transitive: if a is preferred to b, and b is preferred to c, then a is preferred

to c. This is sometimes not the case, and a variety of examples have been introduced into

the literature over the past twenty or thirty years verifying this. One example 13 presents a 1
job seeker with three offers, with characteristics and rankings as follows:

Salary Location Work Quality 5
x: excellent satisfactory good

y: good excellent satisfactory U

z: satisfactory good excellent 1

If the job seeker compares any two offers, and makes his evaluation on the basis of
pairwise comparisons wherein he prefers one job to another if the former surpasses the 3
latter in two or more characteristics, it is clear that he prefers x to y (since x dominates y
with respect to two characteristics), y to z, and z to x. Each pairwise comparison seems

rational, but the result is a set of intransitive comparisons.

Some researchers, in response to such problems, have proposed alternative axioms

that relax transitiity requirements.

While distinctions among axiomatic structures are important for the theories that are

built upon them, the basic difficulties inherent in converting preferences into utility
functions through the use of lottery comparisons remain.

The difficulties of application that are cited above do not necessarily rule out the use

of utility theory for specific applications. Indeed, the use of an approach that has sound

theoretical underpinnings, even if difficult, often is to be preferred to an ad hoc approach !
which, while more easily implemented, may have inherent characteristics that are not well

understood. For example, a common approach to comparing alternatives with multiple i

attributes that employs subjective scores for each attribute of each alternative and weight by
which to compare attributes to each other can be viewed as a degenerate application of I
multiattribute utility theory, 14 wherein it is implicitly assumed that the decisionmaker's

utility function is linear and hence, risk neutral. This may or may not be the case. If not, 3
1 3 From Fishbum, P. C., "Normative Theories of Decisionmaking Under Risk and Under Uncertainty, in
Bell, Raiffa, and Tversky, op. cit. l

14 Bunn, Derek W., "Applied Decision Analysis," New York: McGraw-Hill, 1984.
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Ithen the simplified approach is not really justified. Orthodox approaches to determining

utility functions, while cumbersome, would provide information concerning the risk

attitudes of the decisionmaker and therefore might produce more correct results.

3 C. VARIANTS AND EXTENSIONS

The best known extension of utility theory is "multiattribute utility theory," which5 recognizes that many decision problems comprise many issues (or attributes), all of which

must be assessed in evaluating options. It is no small matter to define the attributes of any

given problem, and the literature discusses useful characteristics of multiple attributes.

Among these are 15 completeness: if the set of attributes is adequate to describe the problem

(it is also desirable to keep the number of attributes to the smallest number possible that

satisfies this and other characteristics); operationality: if each attribute is meaningful to the
decisionmaker and to those to whom the decision will have to be explained;3 decomposability: a property that allows reduction of the preference quantification from one
multidimensional task to a number of tasks of smaller dimensionality; and nonredundancy:

I elimination of attributes that are subsumed by other attributes. Once attributes are identified
that (to the extent possible) satisfy the above desiderata, the task of developing the3 multiattribute utility function must be faced.

Let us introduce some notation. Suppose, for a given problem, n attributes have
been defined. Let X1 denote the set (pssibly infinite) of options for the first attribute,

X2 the set of options for the second attribute, and so on. Let xi denote a particular option
within Xi . It is necessary, obviously, to develop a multiattribute utility function

u(xl,x2,...,xn). One can imagine the difficulties involved in presenting a decisionmaker

with multiattribute lotteries among which to chose. Therefore, it would simplify matters

greatly if the multiattribute utility function could be reduced to unidimensional utility
functions; i.e., if one could express u(xl,x2,...,xn) as f(ul(xl),u2(x2),....un(xn)) where3 each ui was a utility function applying to attribute i. If this were the case, each ui could be

evaluated using simple lottery comparisons. Of course, all the problems involved in lottery5 comparisons for unidimensional utility theory would be compounded n times.

I
I

15Thc characteristics have been drawn from Keeney and Raiffa, op. ciL

3 V-7

I



I

In fact, conditions have been found that allow reduction of multiattribute problems U
in this manner. Under various conditions of independence 16 it can be shown that

V I
u(x 1 .... Xn)=E kiui(x i ) (the "linear multiattribute utility function"), or

i 

I
1+ku(xl,...,xn)=J 7 J [I+kkiui(xi)] (the "multiplicative multiattribute utility function"), ori I
u(xi..."x n ) =jkiui(xi)+X2kiui(xi)u.(x.) (the "multilinear multiattribute utilityU( l... X ) i i j JJ

function"). Once the unidimensional utility functions have been evaluated, the scaling
constants ki and kij can be determined by asking the decisionmaker to identify indifferences 3
among attributes. Enough such identifications produce systems of equations that can be
solved for the ki and the kij. The constant k in the second equation is determined from the

other ki.

Much of the literature in multiattribute utility functions focuses on one of the above

multiattribute utility function forms. There is very little in the literature on multiattribute

utility functions that are not separable into unidimensional utility functions.

Computer programs have been developed over time to assist with the construction

of utility functions. One such, MUFCAP 17 (Multiattribute Utility Function Calculation

and Assessment Package), alows a user to construct a multiattribute utility function of the I
additive or multiplicative types described above. The component unidimensional utility

functions are assumed to be adequately approximated by linear, exponential, or piecewise- 3
linear functions. The various utilities of this package allow one to specify attributes and to

calculate utility functions and scaling factors through the comparison of lotteries. Similar 3
computer programs have been developed for research purposes. However, the number of

commercial software packages for direct application of utility theory is limited. 3
One such package is "Logical Decision," 18 a program that allows a user to structure

a decision problem, develop single utility functions and multiple attribute tradeoffs, rank 3
16The two most prominent concepts are preferential utility, wherein preference among sets of attributes are
independent of the remaining attributes; and utility independence, wherein preferences among lotteries for
any single attribute are independent of the opions chosen from all other attributes. See Keeney and Raiffa,op. cit., for more complete and more rigorous definitions.

17 Keeney, Ralph L., and Alan Sicherman, "Assessing and Analyzing Preferences Concerning Multiple 3
Objectives: An Interactive Computer Program," Behavioral Science, Vol. 21 (1976), pp. 173-182.

18Copyright 1989, Logical Decisions, Point Richmond, CA.
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3 options and perform sensitivity analyses. The package is available for IBM-PC and

compatible computers and appears straightforward to use. No applications of either of

these software packages to military applications is known, however.

3 D. APPLICATIONS

The notion of quantifiable utility is attractive since it allows the devtlopment of3 theories that would be much less robust without it. However, the actual exercise of

evaluating utility functions is not frequently done. For example, game theory, whose roots3 are closely linked with the origins of utility theory, depends crucially on the availability of

utility functions to quantify preferences to the outcomes of instances of conflict and

cooperation. As a general rule, game theorists do very little evaluation of utility functions.

Instead, they substitute quantifiable attributes (such as dollar gains) for utility functions or
provide illustrative examples whose numerical inputs have not been derived from the

preferences of actual decisionmakers. While this can result in valuable theory, the fact

remains that straightforward military applications of utility theory itself are relatively scarce.5 Most of the applications that do exist deal with civilian economic issues (a classic is a case

study done to identify alternatives for development of the Mexico City airportl 9 ). Military
applications are hard to find. A search of the Defense Technical Information Center

database using the key phrases "utility theory" and "utility function" turned up fewer than

twenty citations, of which perhaps half relate to military issues; in general, however, those

tended to be ones done at military graduate schools that discussed utility theory as a basis
for decision making but did not actually quantify an actual decisionmaker's utility

3 functions.

3 E. SUMMARY

Utility theory, on the surface, has direct applications to the problems faced in5 military analysis. In particular, it can be used to aggregate quantitative assessments for

decisionmaker evaluation and to deal with those qualitative issues not amenable to

straightforward quantitative analysis. However, it is been around a relatively long time and

has not seen much direct application. We feel that the main reason for this is that a great

deal of interaction is needed between the analyst and the decisionmaker in order to specify

utility functions, and the success of this interaction depends on a decisionmaker's ability to

identify his own indifference among certainties and lotteries, which, to many decision-

19 Keeney and Raiffa, op. cit.
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makers, may be a difficult task. Ensuring that the various postulates that apply to utility U
theory are met also may be onerous. Hence, there are significant obstacles to the direct
application of utility theory. Even if all that could be done, problems of context will I
remain, as well as the difficulty of separating indifference from indecision. These may be
inherent problems that cannot be overcome in general, but which may be minimal in a 1
particular application. There is no sure way of determining if that is the case, however.

These inherent problems, combined with the level of effort needed to create utility 3
functions, make utility theory cumbersome and uncertain; therefore, it probably will remain
applicable only in very limited cases. 3

I
I
I

I
I
I
I
I
1
I

v-10 I



VI. VOTING AND PAIRED COMPARISONSI
A. INTRODUCTION

Many decisionmaking techniques require, desire or (in some meaningful sense)

"work better" if they are provided with consistent inputs. For example, if there is one

decisionmaker, then decisionmaking techniques function more reasonably if that person is

consistent in always preferring option A to option C whenever there is another option, say3 B, such that the decisionmaker both prefers option A to option B and prefers option B to

option C. If there are multiple decisionmakers, then these techniques function more3 reasonably if the decisionmakers can reach a consistent consensus concerning their

preferences.

Voting theory and the theory of paired comparison are quite different from such

techniques in that both are designed to reach decisions when there are conflicts or certain3 types of inconsistencies among the inputs provided.

In particular, voting theory generally requires each voter to have internally3 consistent preferences, but it does not require all of the voters to agree with each other on

one set of preferences. That is, while the voters may have to agree to accept the outcome of

an election, they do not have to agree on one set of preferences concerning the candidates in

order to hold the election. Thus, voting theory is specifically designed to address cases
wherein there are multiple decisionmakers (voters) who have distinctly conflicting

I preferences concerning the relevant options (candidates).

Paired comparison theory is directly concerned with developing a ranking (e.g.,

best to worst) of a set of items based on the outcomes of a set of comparisons involving

pairs of those items, where a "better item" is not necessarily selected over "worse item" in3 any given comparison. An example involves a set of teams that play various numbers of

games against each other, and each game results in one team winning and one team losing3 that game. A paired comparison technique could then be used to rank those teams based on

the outcomes of those games. Extensions that allow for ties are frequently (but not always)3 considered. Extensions that determine ranks based on magnitudes associated with the
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comparisons (e.g., on the scores of the games) rather than just on who (or what) won and I
who (or what) lost occasionally are considered.

In terms of ranking teams by game results, if each team plays each other team the i

same number of times, and if one team (say team A) wins all of its games, while a second

team (say team B) wins all of the rest of its games (i.e., all except its games against team i
A), and so forth, then developing a suitable ranking is trivial. However, there are many

cases wherein the schedules or outcomes of the games do not satisfy this simple structure. 3
To be useful, a paired comparison technique must be able to rank teams in more general

cases. For example, it must be able to produce reasonable rankings in (many) cases in
which every team has won some of its games, but has lost others. With a finite number of

teams, this means that there is at least one subset of the teams, say TI, ..., Tn, such that

team T i has defeated team Ti+l for i=l,...,n-l, yet team Tn has defeated team TI. Thus,

paired comparison theory is designed to address cases in which the outcomes (in terms of

wins and loses) of individual paired comparisons are not consistent in that there can be at I
least one set of options, say TI, ..., Tn, such that option Ti is preferred to option T2, T2

is preferred to T3, and so on through Tn, yet option Tn is preferred to option TI.

Some general points to note here are as follows. If each decisionmaker involved
has internally consistent preferences over the relevant options, and if these preferences are

in agreement with those of all other decisionmakers involved, then neither voting theory

nor the theory of paired comparisons have anything very special to offer. Other

decisionmaking techniques, which may have been designed to exploit such situations,
would be much more appropriate. However, if these conditions do not hold, and major

incompatibilities exist among the preferences of the decisionmakers involved, then it may

b.t quite useful to cast the relevant options and decisions into either a voting context or a

paired comparison context (or botl,) for resolution.

Relatively brief descriptions of voting theory and the theory of paired comparisons

are given in Sections B and C, below.

B. VOTING THEORY 3
At the outset it should be noted that the goal of this section is to provide a general

description of several major aspects of voting theory. Precise descriptions, which would 3
require precise (and correspondingly complex) notation, are not given, and not all aspects

of voting theory are discussed.
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3 1. Background and Motivation

Consider a situation in which v voters are presented with a alternatives, where v

and a are strictly positive (finite) integers. 1 Since the cases in which a=l (for any v) and
v=1 (for any a) are clearly degenerate, assume that a>2 and v2:2. 2 The goal of the vote is3 either to produce a ranking from 1 (most preferred) through a (least preferred) of these
alternatives, perhaps with ties being allowed, or to select a' alternatives as being "winners"f (where a' is an integer between 1 and a-1, inclusive). Frequently, a'=. 3

Many different schemes have been proposed to elicit preferences from voters and to

I determine rankings of alternatives based on those preferences. Even in the case in which
a=2, there are several theoretically possible voting schemes that may reasonably apply in3 certain special cases. However, when a=2, there is one generally applicable voting
scheme -- that of simple majority. To wit, each voter selects (votes for) exactly one of the

two alternatives. The alternative receiving the majority of these votes is ranked ahead of the

other, with a tie being declared if each alternative receives exactly the same number of
votes. Two limitations could be raised concerning this simple majority voting scheme:5 First, it does not provide a method for breaking ties. Second, it applies only when a=2.

For good reasons, voting theory is not directly concerned with what to do about ties
in cases like this (e.g., cases in which v is even, and exactly v/2 of the voters prefer each of
the two alternatives over the other). Such ties are not major theoretical problems in the3 sense that there is little that further theoretical development can contribute here. In large-
scale elections (i.e., voting situations with large numbers of voters), such ties are unlikely3 Ito occur and thus should not present major practical problems, provided some plausible tie-

I A generalization here would be to assign weights to each voter (i.e., voter i would be assigned weight w i

where 0<wi <00 for i = 1 ,...,v), and the outcome of the vote would depend on these weights as well as on
the voters' preferences. Unless explicitly stated otherwise, in the discussions below all voters are
assumed to have equal voting power (i.e., wi = I for all relevant i).

2 Note that an election that considers one "candidate," and allows each voter to either "accept" or "reject"
that candidate, constitutes a vote in which a=2.

3 There are somewhat subtle differences between attempting to select a set of winners (even if a'=l) and
attempting to develop a full ranking. If the set of alternatives being considered is finite (which is the case
addressed here), then the latter gives the former. (This is not true when there are infinitely many
alternatives.) However, there are particular voting structures that can select winners (ties must be allowed
in these structures) but cannot be reasonably extended to produce what are normally considered as being
full rankings. A careful discussion of these matters is given Sen (1970). However, Sen essentially
shows that, given a finite number of alternatives, any characteristic of one of these goals (either selecting
winners or developing a ranking) for all practical purposes, can be converted into an equivalent
characteristic of the other. Given this practical equivalence, no distinction is made in this overviewbetween the theoretical properties of methods designed to develop full rankings and those designed only to
select one or more winners.
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breaking procedure is agreed upon in advance. In elections involving small numbers of I
voters, such ties may occur relatively frequently, but the small numbers involved may

allow a flexibility (or an inherent tie-breaking procedure) not present in large elections. In

any event, there are several practical ways to break such ties, the choice of which may

depend on the order of magnitude of the number of voters and the details of the situation. 3
While voting theory is not directly concerned with exact ties as just described, it is

directly concerned with voting situations involving three or more alternatives. Simple 3
majority rule, which is eminently appropriate for the a=2 case, has no natural analog when

a 3. As a result, several plausible structures for obtaining voters preferences and several 3
desirable properties for converting these preferences into a ranking of the alternatives have

been postulated, and many different voting schemes have been devised. The specification

and analysis of voting methods when a.>3 has produced meaningful problems that, in
general, do not have obvious or trivially appropriate solutions. The essence of voting

theory is to address these problems, and the rich structure of this problem area has led to

many research papers and books on voting theory.

Of course, rich theory does not imply significant practical importance, and one I
aspect of the practical importance of voting theory is debatable. This aspect concerns the

likelihood of changing current voting methods. 3
On one side, the people most directly involved are interested in winning elections,

not in changing voting methods. Accordingly, there can be little motivation for people in 3
power to change an existing voting system to a new (and perhaps somewhat more

complex) voting system based on what are essentially altruistic grounds, such as attempting

to improve general fairness and reasonability. This is true especially when such changes

are quite likely to affect the outcomes of future elections, but in unknown directions. In

addition, only recently have computational capabilities become sufficiently powerful

enough to calculate results of large-scale elections when using all but the simplest of voting

techniques; although it had been argued that the computational aspects of converting to

more sophisticated voting methods would make such changes far too expensive to

seriously consider. Finally, theoretical work has shown that all voting methods are flawed 3
in some sense when a>3, and no one voting method is singularly less flawed than all of the

others. 3
Of course, this is not to say that no changes should be made in voting methods; it

does say, however, that for any proposed change, opponents can argue that the flaws in the 3
proposed method will make that change not worthwhile. Also, proponents of some
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Uchanges, but not of the particular change in question, can always argue that, while changes

should be made, the flaws of the proposed change means that it is not the right one to
make. (In general, such arguments can be made about any change to any system.) Our

point is that theoretical work on voting already has cstablished many relevant arguments
and corresponding flaws, and so relatively little effort is needed to prepare the specifics of

such arguments against any particular change proposed for any particular voting system.

3 On the other side, the rationale for taking a vote in the first place is related to the
desire to reach what is, in some sense, a fair decision based on the preferences of the3 voters. Thus, there should be some motivation to examine the relative strengths and flaws
of whatever vcrtrg method is being used in any given voting situation and, if a different
voting system is found to be more appropriate and change is practical, then the voting

method in question should be changed. In any given voting situation, some responsible set
of officials should be interested in such matters. Also, since inexpensive but extremely

powerful computers are now readily available, the computational complexity argument
would appear no longer valid. Thus, the selection of a voting method for any particular3 voting situation now can depend on the inherent strengths and flaws of the relevant
possible methods for the situation question, not on historical limitations concerning the3 capability to collect and process voters' preferences.

While the likelihood of changing voting methods in any particular voting situation is3 debatable, there is little disagreement that the impacts of such changes (if made) often
would be quite significant. Roughly speaking, in order for the choice of voting system to

be significant, there must be more than two alternatives with no single alternative being

preferred by a strict majority of the voters.

Real decision processes certainly involve cases in which there are more than two

meaningfully different alternatives. However, to structure the voting in such cases, one

could propose converting a vote involving a alternatives into a set of a-i pairwise votes.

The winner of each pairwise vote (according to the simple majority rule discussed above)
would remain viable, while the loser would be eliminated. After a-i such pairwise votes,3 one overall winner would remain. This proposal suffers from two flaws. First, it may be
hard to implement in many voting situations; that is, while such a structure might be3 relatively easily implemented in some situations (e.g., committees voting on amending and

passing bills), it can be practically unimplementable in other situations (such as in large-

scale elections). Second, voting theory shows that the agenda by which these pv.,rwise

comparison are made can strongly affect (to the extent of completely determining) the
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result. There may be special cases in which this characteristic is not considered to be a U
major flaw; for example, if a strict majority of the voters agree on a particular agenda, then

the characteristic that the agenda determines the winner may be quite reasonable. However, i
it may be exactly for those cases that the voters would not agree on the agenda. Also, if

(for some reason) the only other voting methods available for use in a particular situation 1
are believed to have even worse flaws, then this agenda-based pairwise voting method
might be useful, at least until a more desirable method can be made available. (This 3
pairwise method does have some positive characteristics; the major one will be discussed

later.) As stated above, the basic rationale for voting concerns the desire to reach a decision

based on the preferences of the voters. Using a voting method that (potentially) allows the I
agenda-maker tc determiae the outcome clearly violates this rationale.

In voting situations, there frequently are more than two alternatives available with

no single alternative being preferred by a strict majority of the voters; thus the choice of the
voting system to be used can significantly affect the outcome of those voting situations. i
This applies to a vote by a social committee concerning what to serve at an upcoming

banquet as well as to a vote by the citizens of a country concerning the election of a

President. In terms of the likelihood of changing the current system, the former may
precede the later. However, the latter example better exemplifies the potential importance 3
of the selection of voting systems to be used.

A frequently cited example concerning the importance of the voting system used is 3
the 1970 election for Senator from New York. In that election, James R. Buckley received

about 40 percent of the vote while his two opponents, Charles E. Goodell and Richard L.

Ottinger, split the remaining 60 percent about evenly. As a result, Buckley was elected

according to the plurality rules (i.e., each voter votes for exactly one candidate and

whichever candidate receives the most votes wins, even if that candidate does not receive a

strict majority of the votes cast). However, it is widely believed that Buckley would have

lost to Goodell and he would have lost to Ottinger had he faced either in a head-to-head 3
contest. The same observation with the same results applies to the 1983 Democratic
primary for Mayor of Chicago; in that election, Harold Washington beat Jane Byrne and i
Richard M. Daley in a plurality contest, yet probably would have lost to either in a head-to-

head election. Other examples abound. Perhaps the most important concerns the 1966

Democratic primary for Governor of Maryland. In that race, George P. Mahoney received

about 40 percent of the vote while his two opponents, Thomas Finan and Carlton Sickles,

each received about 30 percent, and so Mahoney was declared the winner under the

plurality system being used. Both Finan and Sickles are relatively liberal, and Maryland is
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a relatively liberal state. Mahoney is an unabashed ultraconservative, and it is extremely

unlikely that he could have beaten either Finan or Sickles in a one-on-one contest.

Maryland is a heavily Democratic state. However, in the main election, r-- v L)-,,iocrats

could not support the ultraconservative Mahoney, and sufficiently many crossed over to

vote Republican that the Republican candidate won. It is widely believed that, had either

Finan or Sickles won the Democratic primary, then he would have bc,, tie (at that time,3 relatively obscure) Republican candidate, Spiro T. Agnew, in the main race. Agnew won,

was later elected Vice President, and then resigned under pressure. Richard Nixon

nominated Gerald Ford in Agnew's place and, when Nixon resigned, Ford became

President. While this certainly is not a formal proof of importance, it is reasonable to

believe that, had any of several different voting systems been used in that Maryland

gubernatorial primary, then either Finan or Sickles would have been nominated instead of
Mahoney, Agnew would never have been Governor much less Vice President, and the3 Presidency of the United States would have been different.

* 2. A Numerical Example

The following example is intended to help explain some of the general claims made
above and to provide a setting for the following discussions of the specifics of several

particular voting methods. Consider an election in which there are three candidates, A, B,

and C, one of which is to be elected. Let [x,y,z] denote a preference for x over y, y over z,

and x over z, where x, y, z is any particular permutation of A, B, C. Suppose that the
voters preferences can be described as follows: Percentage of

Preferences Voters with this

Preference

[A,B,C] 20

[A,C,B] 15

3 [B,C,A] 40

[C,A,B] 25

all others 0

With these preferences, note that all of the voters are consistent in that, if a

particular voter prefers x to y and y to z, then that voter necessary prefers x to z. Note,

however, that a strict majority of the voters (60 percent) prefers A to B, a strict majority (60
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percent) prefers B to C, and a strict majority (65 percent) prefers C to A. The property that U
consistent individual preferences can lead to inconsistent group preferences is a

fundamental characteristic of voting theory (and of the study of group decisionmaking in
general). This property is frequently called the Condorcet paradox in the voting theory

literature. The simplest example that exhibits this paradox is when there are three voters, 1
one of which has preference [A,B,C], one has preference [B,C,A], and one has preference

[C,A,B]. However, this simple example is a special case in the sense that it involves an
exact tie (exactly one third of the voters have each of three different and incompatible
preferences). In the example above, each of the voters' preferences is individually

consistent and no ties (or other "gimmicks") are involved.

This example also serves to demonstrate several other dilemmas concerning the

choice of voting systems. For instance, it was stated above that if a particular voting
situation were to be resolved by a set of pairwise voters according to a particular agenda,

then it is possible that the agenda-maker has the power to determine the overall winner. In i
the example above, if the agenda-maker matches A against B with that winner facing C,
then C is elected; if instead B is first matched against C with that winner facing A, then A 3
is elected; and if C is first matched against A with the winner facing B, then B is elected.
Thus, three different agendas produce three different winners even though the voters

preferences remain the same throughout.

It was also stated above that, given a particular set of preferences, different voting 3
systems could produce different winners. Three commonly proposed voting systems are

as follows: Plurality -- elect whoever receives the most first place votes; Runoff -- match

the top two candidates as measured by the number of first place votes received, and elect
the majority rule winner of that pairwise match; Borda (named after its inventor) -- award

each candidate one point for each opposing candidate ranked below that candidate on each 3
voters preference list, and elect the candidate that receives the greatest number of these

points. For simplicity, assume that there are 100 voters in the example above. Then the

plurality method would count 35 first place votes for A, 40 for B and 25 for C.
Accordingly, the plurality method would elect candidate B. The runoff method would

match B (with 40 firsts) against A (with 35 firsts) in a two-candidate majority rule runoff.

Since 60 voters prefer A to B while only 40 prefer B to A, the runoff would elect candidate

A. The Borda method would give 95 points to A (2 points for each of A's 35 first place

rankings plus 1 point for each of A's 25 second place rankings), it would give 100 points

to B (2 points for each of 40 firsts plus 1 for each of 20 seconds), and it would give 105
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1points to C (2 points for 25 firsts plus 1 point for 55 seconds). Accordingly, the Borda

method would elect candidate C.

3. Some Alternative Voting Methods

i As stated above, many different voting methods have been devised. Several of the

more common are described after the following brief discussion concerning ties.

I Roughly speaking, two types of ties can occur in any of the voting methods

described here, and a third type can occur in some (but not all) of them. One type is an3 input tie. This occurs when any given voter is absolutely indifferent over a subset of the

available alternatives. All but one of the voting methods described here can be modified, at
* the cost of some increased complexity but with no additional theoretical difficulties, to

handle such input ties; further, the one exception (approval voting) automatically handles

such ties and so needs no such modification. For simplicity only, it is assumed here that

no such input ties occur.

3 The second type of tie that can occur in any of these methods is an exactly tied

outcome, namely, a tie in the results of the voting that could be broken (or changed) by any
one voter if that voter (and no others) changed preferences. For example, an exactly tied

vote would occur in plurality voting if the number of voters, v, divided by the number of
alternatives, a, is an integer, and exactly v/a of the vot.rs vote for each of the a alternatives.
As stated above, reasonable methods exist to break such ties for each of the voting methods

discussed here, where the specific details of the tie-breaking procedures can depend on the3 voting method and on the application involved. For simplicity, the discussions below

implicitly assume that suitable tie-breaking procedures are used to break any exact ties that
might occur, and, with two exceptions, no specific mention of such ties is made in these

discussions. (The two exceptions concern methods that are also subject to a third type of
* tie.)

The third type of tie is a methodological tie in that it is created by the details of the
voting method being used. Such ties can occur in voting methods that, in some sense,

group the voters together. These methodological ties have the property that, in general, no

single voter (acting alone) can break the tie by changing preference. Some specifics

concerning methodological ties are discussed in conjunction with the descriptions of those
voting methods subject to such ties.

I
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The first three voting methods described below have commonly used descriptive n

names. The remaining methods are most frequently referred to by the name of their (best

known) developer, and this convention is followed here.

a. Plurality Voting i

Suppose that, for a given election, one alternative is to be declared the winner (i.e.
a' =1). Plurality voting asks each voter to select exactly one alternative from the set of

available alternatives and to cast a vote for that alternative (and only that alternative). The

alternative that receives the most votes wins, whether or not it receives more than half cf

the votes cast (i.e., whether or not it was selected by a strict majority of the voters).

If a'_2, then plurality voting asks each voter to select a" alternatives, for any a"

between 1 and a' (inclusive), and to cast one vote for each of the a" alternatives so selected

(and to cast no other votes). Plurality voting then ranks the alternatives in order according
to the number of votes received and the top a' alternatives are declared to be the winners.

Of course, if each voter has ranked all a alternatives from 1 (most preferred) through a
(least preferred), then plurality voting can be implemented for any a' by casting a vote for

each alternative in one of the first a' places in each voter's rankings.

b. Approval Voting I
Approval voting asks each voter to select a subset (of any size) from the set of

available alternatives and to cast a vote for each alternative in that subset. That is, each I
voter votes "yes" (casts a vote) or "no" (does not cast a vote) for each alternative in the set.

Approval voting then ranks the alternatives in order according to the number of "yes" votes

they receive. If one alternative is to be declared the winner (i.e., a'=1), then the alternative

that receives the most votes wins, whether or not that alternative was selected by a majority 3
of the voters, and if it was so selected, whether or not some other alternatives were also
selected by a majority of the voters. If a'>2, then the top a' alternatives (in terms of votes 5
received) are declared to be the winners.

c. Runoff Voting 3
There are significant theoretical and practical reasons for considering runoff voting

when exactly one winner is desired (a'=l), and this is the only case considered here. In

this case, runoff voting can be implemented in one of two equivalent ways. Either each

voter can be asked to select exactly one alternative from the set of available alternatives (as i

in plurality voting), or each voter can be asked to rank the alternatives from I (most
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I preferred) through a (least preferred), where a is the number of alternatives under

consideration.

In the first implementation, if one alternative receives more than half the votes cast,
then that alternative wins. If no alternative receives more than half the votes cast, then the

voters are asked to participate in a second voting. This second voting matches the top two
alternatives as measured by the number of votes received in the first voting (and it includes5 no other alternatives). In this second voting, each voter is asked to select exactly one of
two alternatives being matched, and to cast a vote for that alternative. The alternative that3 receives the most votes in this second voting is then declared the winner.

In the second implementation, if one alternative is ranked first by more than half the
voters, then that alternative wins. If no alternative is ranked first by more than half the
voters, then the top two alternatives in terms of the number of first place rankings are5 compared against each other. Of these two alternatives, the alternative that ranks higher
than the other on a majority of the voters' rankings is declared the winner.

3 d. Borda Voting

As in the second implementation above, Borda voting asks each voter to rank the
alternatives from 1 (most preferred) through a (least preferred), where a is the number of
alternatives under consideration. Each alternative receives a-1 points for each voter that3 ranks that alternative first, it receives a-2 points for each second place ranking, and so forth
(receiving 1 point for each next-to-the-last place ranking and no points for being ranked3 Ilast). That is, each alternative receives one point for each competing alternative ranked
below it on each voter's preference list. The alternatives are then ranked in order,
according to the number of points they receive. If a'=l, then the alternative receiving the

most points wins. If a'_2, then the top a' alternatives (in terms of points received) are
declared to be the winners.

e. Hare Voting

3 Hare voting was designed to directly address elections in which a'>2. Of course, it
can also be used when a'=1 and, for expository purposes, the a'=1 case is described first
below. Following this description, the Hare voting method for general a' is described. For

any value of a', the Hare voting method asks each voter to rank the alternatives from I
through a, as described above.
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Suppose a'-=l. Then Hare voting proceeds as follows. If one alternative is ranked I
first by more than half of the voters, then that alternative wins. Otherwise, the alternative

that receives the fewest first place votes is deleted from every voter's rankings, so that each

voter now has a ranking of a-1 alternatives, and those voters that previously had the

deleted alternative in first place now have a new first place alternative. In these new 3
rankings, if an alternative is now ranked first by more than half of the voters, then that

alternative wins. If not, then the process is continued by deleting from every ranking the

alternative that received the fewest first place votes in the rankings of the a-I alternatives

that survived the first deletion. This second deletion results in each voter having a ranking

of a-2 alternatives. The process continues until one alternative receives a strict majority of I
the first place votes. In the extreme, the process could continue until only two alternatives
remain, in which case simple majority rule would determine the winner. Note that, if a=33
and a'=l, then Hare voting is identical to runoff voting.

A three-part rationale for Hare voting when considering general values of a' (i.e., 3
1la'<a) is as follows. First, if a'=l and some particular alternative receives more than one

half of the first place votes cast, then no other alternative can receive as many first place 3
votes as that alternative; thus the Hare rationale argues that the alternative in question
should be chosen. Similarly, if a'=2 and a particular alternative receives more than one

third of the first place votes cast, then, at most, one other alternative can receive as many or

more first place votes as that alternative and so, at most, one other alternative has a stronger

claim to be chosen than that alternative. Since two alternatives are to be chosen, Hare
argues that the alternative in question should be one of them. If there were another

alternative that received -nore than one third of the first place votes cast, then that other

alternative also would t -. chocn by Hare. If no other alternative received more than one

third of the first place votes, then the alternative in question (the one that did receive more 3
than one third of the first place votes) is chosen and the process is continued to find a
second alternative. If a'=3, the same logic leads to the selection of any alternative that

receives more than 25 percent of the first place votes cast, and so on. In general, if there
are v voters, then any alternative that receives q(v,a') or more first place votes is selected, I
where

q(x,y) = Lx/(y+l )J +1 

and LxJ denotes the largest integer less than or equal to x.

The second part of the Hare rationale is based on the general premise that, once an U
alternative has been selected, its supporters have had (at least some of) their say and their
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U voting power should be reduced by some appropriate amount. If q votes are need for

selection, the Hare rationale argues that the supporters of the selected alternative have used

up q votes worth of voting power. This premise is implemented in the following manner.

Each voter starts with an initial voting power of 1.0. If a particular alternative, say

I alternative i, receives q' first place votes where q' _q(v,a'), then: (1) that alternative is

selected, (2) that alternative is deleted from the individual rankings of all of the voters, and

(3) the voting power of those voters that ranked that alternative first is reduced (i.e.,

weighted) by a factor of 1-q(v,a')/qi. (the rationale for this weighing factor is discussed in3 the next paragraph). Let n1 denote the number of alternatives selected here, i.e.,

n1 = card {i: q !Lv/(a'+1)J +1

Note that 0 _< n I _< a'. If n, = a', then these a' alternatives are the winners by the Hare3 voting method. If n1 = 0, then the next step in Hare voting involves the third part of the

Hare rationale, which will be discussed below. Here, suppose that 0 < n1 < a'. Let

3 v1 = v - nlq(v,a')

and3 ai
so that vI votes-worth of voting power remain to be used and there are a1 positions left to

be filled. If, as a result of deleting the n1 alternatives just selected, one or more new

alternatives now receive at least q(v 1 ,a",) first place votes (where the vote of each supporter

II of a selected alternative is reduced as described above), then those new alternatives are also

selected, they are deleted from the individual voter's rankings, and the voting power of

each of their supporters is reduced. In particular, if alternative j is selected here, and if

alternative j received q'lj (weighted) first place votes in the revised rankings, then the

voting power of each supporter of alternative j is reduced by a weighting factor of

3 1-q(v1,al)/q' 1 j. In general, at this stage some voters can have their voting power reduced

by l-q(v,a')/q' for some i selected in the "first round," some by 1-q(v,a)/q'1 j for some j

3 selected in the "second round," some by the product

(1-q(v,a')/q') (1-q(v,a,)/q'j1 )
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and some voters can still have full (1.0) voting power. This process continues until either U
a' alternatives have been selected or no alternative receives enough first place votes to be

selected. If a' alternatives have been selected, the selection process is over. If (at this point 3
in the selection process) fewer than a' alternatives have been selected and no remaining

(unselected) alternative has enough first place votes to be selected according to the (revised 3
and weighted) voters rankings, then the third part of the Hare rationale is applied.

Before discussing this third part, the reason for using 1-q(v,a')/q' as a weighting I
factor should be noted. As stated above, the basic rationale here is that, if alternative i is

selected (in the first round), then the supporters of that alternative are assumed to have used 3
up q(v,a') votes worth of voting power in selecting this choice. However, they should not

lose more than this amount of voting power. That is, these supporters should not have 3
reason to believe that they are wasting their voting power when more than q(v,a') of them

rank alternative i first. Given that q' voters have ranked that alternative first and that q(v,a') 5
of these votes are to be considered as having been expended, these q' voters should have a

total of q'-q(v,a'), votes worth of voting power remaining. Distributing this remaining 3
voting power uniformly over the q' voters in question means that each such voter should

retain a voting power of I
(qi" -q(va'))/q,' = 1-q(v,a')/q,.

If, in tabulating the results of Hare voting, no remaining alternative receives enough

first place votes to be selected, yet there are still positions left to be filled, then the third part

of the Hare rational is employed. This third part is that the remaining alternative with the

weakest claim to be selected is the alternative that is receiving the least number of first place

votes in the current rankings. Accordingly, if, in these (revised and weighed) rankings, no 3
alternative is receiving enough first place votes to be selected and one or more positions

remain to be filled, then the alternative with the least number of first place votes is deleted 3
from the rankings of all voters, thereby (in general) creating some new first place

alternatives. (If not, then the alternative with the next fewest first place votes is removed

from all of the rankings, and so on, thereby ensuring that new first place alternatives will

eventually be created.) This creation of new first place alternatives allows the process to

continue until a' alternatives have been selected.

The Hare voting method is the logically straightforward (but notationally complex)

implementation of this three-part rationale.
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f . Copeland Voting

3 Copeland voting asks each voter to rank the alternatives from 1 through a as

described above. For i=1,...,a and j=l,...,a, letI1
1 if i~j and a strict majority of the voters

w'i rank alternative i ahead of alternative j

0 otherwise,

and
aI1 if i*j and a strict majority of the votersI '.. = rank alternative j ahead of alternative iij
0 otherwise.

I For i=1, .... a, let
a3 Wi= Wi

j=1

3 j=

and ti = a- 1-(wi +Ii)

and

I si=wi-ti.

Copeland voting then ranks the alternatives in order according to si as just defined. That is,
for all relevant i and j, alternative i is ranked ahead of alternative j if and only if si > sj, and

alternative i is tied with alternative j if si = sj.

Note that, if a tie-breaking procedure is being used to break exact ties (where exact

ties are as defined at the beginning of Section 3 above), then ti--O for all relevant i.3 However, Copeland voting also can result in methodological ties (which occur if si = sj for

any i * j). Under Copeland voting, such methodological ties are not necessarily rare (even
in large-scale elections), and there is no intrinsic method for breaking such ties. Of course,

there are many extrinsic methods that can be used to break such ties; for example, Borda
voting or Hare voting, appropriately modified, could be used to break any methodological

I ties that occur within Copeland voting.
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Note also that, whether or not ti and tj are zero, m

if and only if 
Sj > Sj.

wi+t i /2 /22 ++

a-1 a-1

and these inequalities hold if and only if 2
2.+ t>2w. +t

I  I  J tJ

In particular, Copeland voting can be viewed as matching alternative i against I
alternative j for each pair of distinct alternatives i and j. With this viewpoint, each

alternative participates in a-1 matches, one each against each of the other a-I alternatives, m
with the results being that alternative i wins wi of these matches, loses 1i of these matches,

and ties its opponent in ti of these matches. If a tie is counted as half of a win and half of a I
loss, then

wi + ti/2
a-I

gives the winning percentage of alternative i in these matches. Accordingly, Copeland m

ranking (i.e., ranking by wins minus losses) is identical to ranking by winning percentage
(counting ties as a half win and a half loss), which is the ranking method used by most m
team-sport leagues. (instead of calculating a winning percentage, ice hockey typically
gives each team 2 points for each win and 1 point for each tie, and uses total points to rank

the teams. This clearly results in the same ranking as using winning percentage or using
wins minus losses to rank the teams when the teams involved have all played the same 5
number of games.)

Finally, it should be noted that if the voters rankings are such that there is one m

alternative that would win each one-on-one match against each other alternative (i.e., for
some particular i, wij=1 for all j*i), then that candidate is called a Condorcct winner in the

voting theory literature. As the example in Section 2 above shows, voters can have

individually consistent rankings on a set of alternatives, yet, based on those rankings, no

alternative is a Condorcet winner. However, if a Condorcet winner exists, it is unique. A I
relevant property concerning voting systems is whether or not a given voting system will
always rank a Condorcet winner first (i.e., declare it the winner if a' =1) whenever the 3
individual voters' rankings are such that a Condorcet winner exists. Copeland voting
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I clearly has this property, and it is the only voting system of those discussed thus far in this

section that necessarily selects a Condorcet winner if one exists. However, there are many

other voting systems that also have this property, one of which is discussed next.4

g. Kemeny Voting

Kemeny voting asks each voter to rank the alternatives from 1 through a as

3 described above. Kemeny's approach is to define a metric over the possible rankings (i.e.,

over permutations of 1, ..., a)), and to find a "consensus" ranking that minimizes the sum

of the distances between this consensus ranking and each of the voter's rankings.
Specifically, let p = (Pl .... Pa) and q = (ql ..., qa) be any two permutations of { 1, ... ,

a); i.e., for all relevant i and j, pie {1, .... a) and Pi *Pj if i * j, and the same conditions

I apply to q. Accordingly, p and q can be viewed as being two (not necessarily distinct)

voter's rankings of the alternatives involved. For all relevant i and j, let

U 0 if i=j or if i&j and either alternative i is ranked ahead
of alternative j by both p and q or alternative i is ranked
behind alternative j by both p and q (i.e., p and q agree

d' ij(p,q) = when comparing i with j)

1 otherwise (i.e., and p and q disagree when comparing
i with j),

and define the function d on pairs of rankings (i.e., on the cross product of permutations of

{1, ... , a)) by
a-I1

d(p,q) = 1 1: dj (p,q)
i=1 j=i+l

I It is not difficult to show that d is a metric on rankings as defined here. (It also is not

difficult to extend this structure to allow any voter to be indifferent over several

alternatives, i.e., to allow input ties, which is how Kemeny suggests that this method be

used. As above, it is assumed for simplicity here that no such input ties occur.) Assign

each voter a distinct numeric label between 1 and v. For k=l,...,v, let

= (p,.. p k)PkII

4 Another voting system that has this property is taking pairwise votes according to a fixed agenda, as
described in Section 1 above. That is, if a Condorcet winning alternative exists, then this alternative will
be the overall winner of any sequence of pairwise votes in which it participates.
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be the preference ranking of voter k. Call q a consensus ranking if q is a permutation of I
[1,...,a} such that

I d(pkq) _ I d(pk,q')
k=1 k=1

for every possible ranking q' (i.e., for every q' that is a permutation of { 1,...,a)). Since a
is finite, there is always at least one such consensus ranking. If the voter's preferences are
such that there is only one such ranking, then Kemeny voting ranks the alternatives in
order, according to that unique consensus ranking. If there are multiple consensus

rankings, then Kemeny voting ranks each alternative as being (in general, tied) at the
smallest (closest to first) place in which that alternative appears in any of those consensus
rankings. Accordingly, as with Copeland voting, Kemeny voting can result in i
methodological ties. However, also as with Copeland voting, if a Condorcet winning

alternative exists, then Kemeny voting will rank that alternative uniquely in first place.

h. Other Voting Methods

As stated above, many other voting systems have been devised. These range from
straightforward modifications of the methods described above. E.g., for Kemeny voting,

redefine consensus rankings so that q is a consensus ranking if

E (d(pk'q))2 -5 1 d(pk 'q '))2

k=1 k=1

for every possible ranking q'-- to qualitatively different systems. I
As an example of a qualitatively different type of system, consider the following

structure. Each voter is asked to rate each alternative on a scale from 0 to 100 (i.e., on a I
scale from 0 to 1 to two decimal places), and each alternative receives a number of points
equal to its rating by each voter. The alternatives are then ranked in order by the total
number of points they receive from all of the voters.

Interested readers should consult the rather extensive voting theory literature for 5
descriptions of other voting methods.

4. Axioms and Arrow's Impossibility Theorem U
In addition to defining voting methods, papers on voting theory literature often

construct one or more sets of axioms and discuss: (a) whether or not any voting system
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I can satisfy a given set of axioms, (b) if so, whether or not there is a unique voting system

that satisfies that set of axioms, and (c) if not, then given a set of voting systems, which

systems satisfy which axioms, and what constitutes counterexamples for those that do not.

Perhaps the best known and most significant such axiomatic structure is that of

Arrow's Impossibility Theorem (for which, in part, Kenneth J. Arrow won a Nobel Prize).
This theorem can be stated and proved in several different (but essentially equivalent)

ways, and precise statements and proofs of it can be found in most texts that address voting

theory. A rough description of the relevant axioms and resulting theorem is as follows.

Axiom 1: A voting method satisfies Axiom 1 if that method accepts as input any
set of v voter's rankings of a alternatives, where v and a are positive integers, and produces

a group ranking of these alternatives. (Ties can, but need not, be allowed in either the

group or the voter's rankings. Inconsistencies are not allowed in either set of rankings.)

Axiom 2: A voting method satisfies Axiom 2 if, whenever all of the voters rank a

particular alternative ahead of every other alternative, that method also ranks that alternative

ahead of every other alternative.

Axiom 3: A voting method satisfies Axiom 3 if it does not allow the existence of

a voter such that the group ranking is necessarily identical to that voter's ranking, no matter

how the other voters rank the alternatives.

Axiom 4: Let V be any set of voters' rankings of the alternatives, and let x be any

one of those alternatives. Construct a revised set of rankings, Vx, by moving x up in one
of the voter's rankings, but making no other changes. Then a voting method satisfies

Axiom 4 if, for any alternative y, that voting method necessarily ranks x ahead of y

according to Vx whenever that method ranks x ahead of y according to V.

Axiom 5: Let V be any set of voters' rankings of the alternatives, and let x and y

be any two of those alternatives. Construct a revised set of voters ratings, Vxy, by

allowing the voters to change their rankings in any manner whatsoever, provided only that

those voters that ranked x somewhere ahead of y still do so, those voters that ranked y3 somewhere ahead of x still do so, and those voters that were indifferent between x and y

still are so. Then a voting method satisfies Axiom 5 if that voting method necessarily ranks3 x ahead of y according to VxY whenever that method ranks x ahead of y according to V and

it necessarily is indifferent between x and y according to VXY when it is indifferent between

x and y according to V.
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Arrow's Impossibility Theorem states that no voting method can satisfy all five of I
these axioms if there are two or more voters and three or more alternatives. In addition to

formally stating and proving this theorem, texts on voting theory often discuss alternative

forms and interpretations of these axioms and of this result. A very brief such discussion

is as follows. 3
Axiom 1, or something similar, is needed to define the structure being considered.

Occasionally this structure is defined in a preamble to the other axioms, not as a separate

axiom. However, it can be useful to present this structure as an axiom both for clarity and
because there are several voting methods (such as approval voting) that satisfy Axioms 2,

3, 4, 5, but do not satisfy Axiom 1.

Axiom 2 is needed to prevent an external (non-voting) dictator from determining the 3
result (no matter what the voters' preferences are), and Axiom 3 is needed to prevent an
internal (voting) dictator from determining the result (no matter what the other voters'

preferences are). Note that, if a voting method bases its results on such a dictator, then that

method satisfies Axioms 1, 4, and 5, and either 2 or 3 depending on whether the dictator is

internal (thus violating 3) or external (thus violating 2), respectively.

Axiom 4 is redundant in the sense that it is not needed; no voting method can satisfy

Axioms 1, 2, 3, and 5. While not needed, it is useful to state Axiom 4 as a separate axiom
for (at least) the following reason. Many voting methods satisfy Axioms 1, 2, 3, while
none can satisfy all five. Accordingly, it can be useful and important to have objective m

criteria that discriminate among the methods that satisfy 1, 2, and 3. Axiom 4 provides one

such criterion (i.e., does any such voting method also satisfy Axiom 4?). For example,
plurality voting, Borda voting, Copeland voting, and Kemeny voting all satisfy Axiom 4,

whereas Hare voting does not. 1
Axiom 5 is, in a sense, the killer -- it sounds somewhat reasonable, but it is just too

hard to satisfy. Axiom 5 is frequently referred to using the phrase "independence of

irrelevant alternatives." In many voting situations there will be what might be called minor,

nuisance, unimportant, and/or insignificant alternatives (e.g., weak third-party candidates).

Clearly, one does not want the results concerning the other (i.e., major, primary,
important, or significant) alternatives dependent on how (or whether) these minor, etc,

alternatives are considered. But this is not (only) what Axiom 5 forbids. Axiom 5 also n
forbids the results of the vote concerning any two alternatives to depend on how any other

alternatives are considered, no matter how meaningful, important, or significant those other 3
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1 alternatives are. Viewed in this light, it may not be surprising that no voting method can

satisfy Axioms 1, 2, 3, and 5.

5. National Security Applications

I Voting theory may well have the property that, where it can (reasonably) be

applied, it is obviously applicable; no ingenuity is needed to determine whether or not3 voting theory is applicable in a particular situation. How to apply voting theory (where it is

applicable) is, in general, very complex and can require considerable knowledge and

ingenuity. Accordingly, the interested reader may want to concentrate on developing an

understanding of the details and interpretations of various aspects of voting theory, as

opposed to searching for unconventional applications.

Two standard applications of voting theory concern (1) determining how citizens

elect representatives in a representative democracy, and (2) if some of those representatives

are to make group decisions, determining how those decisions are to be reached.
Established democracies have established procedures for making these decisions, and

voting theory may be best applied in such democracies by suggesting (perhaps a series of)

marginal changes to those procedures, where appropriate. Voting theory might be applied3 more quickly and more extensively in new (emerging) democracies, which do not have

well established procedures. Such applicability could have a significant impact on (and so

be quite important to) the people in those new democracies. However, this impact is not

necessarily important (other than in a humanitarian sense) for people in other countries

because those new democracies may be small countries that have little influence or effect on

people outside their borders.

If one views the Soviet Union and the Warsaw Pact countries of central and eastern

Europe as being emerging democracies in the 1990s, the last comment above does not

apply. Indeed, it can be argued that the success of the democratization of these countries is

extremely important to the national security of the United States (and all other countries). It
also can be argued that democracy in the United States succeeds in spite of, not because of,3 the particular voting structures currently in use here. Accordingly, it may be quite

important for the United States to help the countries of central and eastern Europe establish

strong democracies, but it may not be wise for the United States to try to do so by

recommending the adoption of the systems, structures, or methods currently in use here.

Instead, helping to enhance the understanding and implementation of appropriate aspects of

voting theory in those European countries could be quite important to those countries in the
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near future, and be quite important to the national security of the United States (and all I
countries of the world) thereafter.
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C. PAIRED COMPARISONS

Consistent with the goal of Section B above, the goal of this section is to provide a

general description of the major aspects of paired comparison theory. Precise descriptions
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i of these aspects are not always given, and not all aspects of paired comparison theory are

discussed.

1. Introduction

3 Paired comparison theory concerns the following situation. A set of objects is to be

ranked from first (best) to last (worst), with (in general) ties being allowed in this ranking.

j This ranking is to be based on a set of comparisons of pairs of these objects where, in the

simplest case, the outcome of each such comparison is that one of the two objects involved

is strictly preferred over the other, with the degree of preference being irrelevant or

immeasurable. Extensions that allow the comparisons to result in a tie (equal preference)

are regularly considered, and will be discussed below. Extensions that consider a measure

of the degree by which one object is preferred over the other are infrequently addressed,

and will not be considered here. In general, not all pairs of objects are compared (i.e., each

object is not necessarily compared with each other object), and some pairs of objects might

be compared more than once. Further, when two objects are compared more than once,Sone of those objects does not necessarily win all of those comparisons.

The objects involved can be abstract objects (e.g., stability, deterrence, or social

values), medical treatments, sensual stimuli, people or teams (e.g., the training, readiness,

or quality of these people or teams), for example. The method of comparison can be based

on qualitative judgments, on quantitative measurements or scores, or on a combination of

both. A natural setting for a discussion of paired comparisons involves ranking a set of

teams that compete against each other in some sport, and the discussion below will use this

terminology. The reader should be aware that many other applications exist. Indeed,

paired comparison theory seems to have been both developed and applied primarily by
people interested in such other applications, and it seems to have been largely ignored by
sports enthusiasts. Sports terminology, however, is quite useful for explaining the

3 concepts involved.

Suppose that there are n teams, labeled TI, T2, ..., Tn, that play a set of games

Sagainst each other, where each game involves two teams and results in one of those teams

winning and the other losing that game, or (optionally) in a draw (i.e., a tied game). For

i~j, let mij denote the number of games that Ti plays against Tj (so that mij = mji). Let rij

denote the number of these mij games that Ti wins plus, if ties can occur, one half of the

number of these mij games that result in a tie. Thus, for i~j,

rij + rji = mij = mji.
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For simplicity, set rii = mij = 0 for all i. The goal of paired comparison theory is to i
develop an appropriate ranking of the teams based on the schedule (mij) and the results
(rij). '3

The discussions below give general descriptions of various approaches that have

been considered in the paired comparison literature--these discussions do not necessarily I
contain precise definitions or descriptions of the techniques involved. The rather extensive
paired comparison literature should be consulted for such details. A very recent and
relatively complete treatise on the theory of paired comparisons is given by David (1988).
In particular, David describes in some detail most of the approaches discussed below, and 3
he references almost 300 publications concerning paired comparisons. (While these
references constitute an extensive bibliography on the subject, a few recent and quite 3
relevant papers are not referenced there--these omissions are listed in Section 6.b, below.)

Two basically different types of approaches to determine rankings have been
discussed in the paired comparison literature. One type consists of deterministic I
combinatorial approaches; the other type consists of approaches that pose some type of

probability model of the competition and then determine rankings based on the schedule,
results, and model so posed. The deterministic combinatorial methods are described first,
followed by a description of the methods based on probability models. 3
2. Deterministic Combinatorial Methods I

a. Winning Percentage

Perhaps the simplest and most straightforward method to rank teams is according to I
their winning percentage. Let

= Im and w.= E rij=1 j=1

so that gi is the total number of games played by Ti and wi is the number of those games
won by Ti (counting a tie as a half win and a half loss). Assume theat gi > 0 for all i. Then

the winning percentage of Ti, say Pi, is given by

Pi = wi/gi.

Ranking by winning percentage places Ti ahead of Tj if and only if Pi > Pj. If Pi = Pj then
Ti and Tj are tied in these rankings. 3
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In symmetric round robin competitions (i.e., for all distinct i and j, mij = imi for

some positive integer fii), this is a quite reasonable and quite commonly used method.
Three points should be noted here. First, in some applications, there may be more

desirable methods for addressing ties. For example, tied games could simply be ignored3(as if they never occurred), which would reduce gi by the number of tied games involving

Ti, and would reduce wi by one half of this number of tied games. Second, as reasonable3 and as popular as this approach is for determining rankings in symmetric round robin
competitions, other methods have been seriously proposed, and these other methods can
produce different rankings than ranking by winning percentage, even if (in the competition

being considered) no ties can occur. Two such methods are discussed below. Thh-d, and
perhaps most importantly, the reasonableness of ranking by winning percentage is strongly
based on the round robin property that each team plays each other team an equal number of
times. When some teams do not play some other teams (mij ; 0 for some i and j), and/or3 they play different ,numbers of games against various other teams, then the "strength-of-
the-schedule" becomes an important factor to consider in determining rankings. Indeed,

one reason for studying paired comparison theory is to find methods that are appropriate
for general schedules (i.e., no restrictions are placed on mij other than that mij is a

nonnegative integer, mij = mji for all distinct i and j, and mii = 0 for all i), yet these

methods reduce to ranking by winning percentage in the special case of symmetric round
robin competitions.

Many of the papers on paired comparisons mention ranking by winning percentages

in some manner. Some do so to demonstrate that their methods differ from this ranking;
others do so to show that their methods reduce to this ranking for symmetric round robins.
Rubenstein (1980) addresses ranking by winning percentage directly in that he posits three
very general and quite plausible axioms, and he proves that ranking by winning percentage

is the only ranking method that always satisfies these axioms for competitions in which tied
games are not possible and mij = 1 for all distinct i andj. See also David (1971).

b. The Kendall-Wei Method

IThis section gives a brief description of what is frequently called the Kendall-Wei

method for determining rankings based on paired comparisons. Specific details can be

I found in the references cited below.

As background for the Kendall-Wei method, note that in symmetric round robins gi

is a constant, independent of i, and so ranking by winning percentage is equivalent to
ranking by wi. For simplicity, assume that tied games are not possible (i.e., all games
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result in a win for one team and loss for the other), and give each team one "victory point" i
for each game it wins. Then ranking by winning percentage is equivalent to ranking by
wins or by victory points as just defined. I

The Kendall-Wei method argues that ranking solely by the number of games won is
inappropriate because winning against stronger teams should count more than winning 5
against weaker teams. Further, one measure of the strength of an opposing team is the
number of games that the opposing team has won. To implement this measure, suppose i
that mij=l for all distinct i and j (i.e., each team plays each others team exactly once and,
since ties are not allowed, rij=l if Ti beats Tj and rij=O otherwise). Then, instead of giving

a team one victory point for each win, this measure of strength could be reflected in the
rankings by giving each team one victory point for each win by each opponent that the team

in question has beaten. I
For example, if TI beats T2 and T3 but no other teams, and if T2 wins 4 games and

T3 wins 2 games, then Ti would be given 6 victory points, not 2. Note that this I
implementation would treat the second-level teams (e.g., the teams beaten by T2 and T3) as

counting equally. Instead, a third level could be considered in which, in this example, Ti is I
given one victory point for each team beaten by each of the 4 teams beaten by T2 plus one
victory point for each team oeaten by each of the 2 teams beaten by T3. Normalizing the 3
resulting vector of victory points allows their process to continue indefinity. Given certain
restrictions on the matrix r=[rij], it has been shown that, in the limit as this process goes to
infinity, the normalized vector of victory point approaches the vector v that satisfies the
matrix equation rv = Xv

where X is the largest positive eigenvalue of r. (The restrictions on r are easily addressed,

and the vector v is unique up to the normalization technique being used; the paired
comparison literature should be consulted for details.) Teams are then ranked according to
v, where Ti is ranked ahead of Tj if and only if vi > vj. (Note that this ranking is U
independent of the normalization technique used.) I

The rationale above assumes that mij=l for all i and j, i~j. However, the equation

rv-v 5
can be solved for v without this restriction and without the restriction that tied games are
prohibited (the aforementioned easily-addressed restrictions on r still apply). Again, see 3
the literature on the Kendall-Wei method for details. The important points to note here are
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as follows. The Kendall-Wei method can be extended in a consistent manner to allow ties.
That is, the rationale for using the Kendall-Wei method (and the relevant numerical

techniques) can easily be adapted to allow ties--this is discussed in the relevant literature.

However, while the Kendall-Wei method can also be numerically extended to consider5 schedules other than symmetric round robin tournaments (i.e., to consider cases in which

teams play different numbers of games, including possibly no games, against various other3 teams), there seems to be no particularly good rationale or logical basis for doing so.

Two important characteristics of the Kendall-Wei method are as follows.

K First, the Kendall-Wei method can produce a different ranking than that produced
by winning percentages, even in the simple case in which there are no ties and mij=l for all

i and j, i~j. For example, if n=5 and
I i < j and (ij) * (1,5)

r i (ij) = (5,1)

otherwise,

then T3 has 2 wins (over T4 and T5) and 3 losses, while T5 has 1 win (over T1) and 4

losses, yet the Kendall-Wei method ranks T5 over T3.

i Second, it is not at all clear that wins against stronger teams should count more
heavily than wins against weaker teams, especially if losses to weaker teams are not also

counted more heavily than losses to stronger teams. For example, in a symmetric round
robin tournament with no ties, if Ti and Tj have the same win-loss record and if Ti has k

1 more wins than Tj over some set of strong teams, then (calling the other teams weak) Tj
must necessarily have k fewer losses than Ti against weak teams. In such a case, the
Kendall-Wei method would rank Ti over Tj, yet it is plausible here that these two teams

should be ranked equally. In a similar vein, it has been shown that, in the Kendall-Wei

method, changing all wins to losses and all losses to wins does not necessarily reverse a

ranking.

Variations of the Kendall-Wei method have been proposed that more heavily

consider both wins over strong teams and losses to weak teams and, not surprisingly, these

methods can reduce to simply ranking by winning percentages for symmetric round robin

tournaments. See the literature for details.

In addition to David (1988), various, properties, limitations, and extensions of the

Kendall-Wei method are discussed in David (1971), Goddard (1983), Kendall (1955),
Moon (1968), Ramanujacharyulu (1964), and Stob (1985).
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c. The Minimum Violations Method I
The minimum violations method for paired comparisons is the logical analog of the

Kemeny method for voting. Specifically, consider a symmetric round robin tournament I
with n teams in which mij=1 for all distinct i and j and ties are not allowed. Accordingly,
rij= 1 if Ti beat Tj in the game they played, and rij--0 otherwise. Let S denote the set of all I
permutations of {T1,...,TD), so that S consists of all possible rankings (i.e., standings) of

the teams in question. For any given ranking sE S, let rS =?j] be the "perfect prediction" I
results based on s in that r.S = 1 if Ti is ranked ahead of Tj according to s, and rj = 0

otherwise. Let

d(s,r) = (1/2) 1 (1-ri )( -rij)
ij I

so that d(s,r) is the number of pairs (i.e., distinct but unordered i and j) in which the
ranking s rates Ti over Tj when, in their game, Tj beat Ti. In other words, given a ranking

s and actual game results r, d(s,r) is the number of upsets (according to s) that occurred in 3
those games.

As an example, consider the example given in Section b above, namely n=5 andL i <j and (ij) (1,5)
rij= I (ij) (5, 1)l

0 otherwise.

s1 = (T1, T2, T3, T4, T5), 3
s2 = (TI, T2, T3, T5, T4), and

s3 = (T1, T2, T5, T3, T4).

Then
d(sl,r) 

= 1,

d(s 2 r) = 2, and I
d(s 3 ,r) = 3.

Given r, a ranking is a minimum violations ranking if it minimizes d(s,r) over all m
sE S.
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I The minimum violations method has the following characteristics. First, it is

relatively difficult to compute. Powerful algorithms (which have recently been developed)
and modem (very fast) computers can mitigate problems caused by this characteristic, but it
is still worth noting.

I Second, like the Kendall-Wei method, the minimum violations method can be

extended in a consistent manner to allow tied games. It can also be numerically extended to3 consider more general schedules then symmetric round robin tournaments; however, as

with Kendall-Wei, there seems to be no particularly good rationale or logical basis for

doing so.

Third, again like Kendall-Wei, the minimum violations method can produce af different ranking than that produced by winning percentages, even in the simple case in
which there are no ties and mij=l for all i and j, i j. An example is as follows. Let n=7,

I f i< j and (ij) e ((1,2), (2,5), (2,6), (3,7)1

r.. = (ij) E ((2,1), (5,2), (6,2), (7,3))

*1O otherwise,

sI = (T1, T2, T3, T4, T5, T6, T7),

Iand
s2 = (T2, T1, T3, T4, T5, T6, T7)

Then d(sl,r) = 4 and d(s 2 ,r) = 3. Thus s2, which ranks T2 ahea' of TI, has fewer

violations than s 1, which ranks Ti ahead of T2. However, Ti has 5 wins and 1 loss in

this example while T2 has 4 wins and 2 losses.

Fourth, the minimum violations method as described here (and as described in the

majority of the references) treats every violation in exactly the same way when evaluating a

ranking, no matter how close together or how far apart the teams involved are in that

ranking. However, it can be argued that teams that are, in fact, close in quality to each

other are likely to win some games and lose others to each other, and so violations5 involving such teams should not be treated in the same manner as violations involving

teams that are far apart in quality. According to this argument, a ranking that has six

violations, all of which involve teams that are close to thieir opponents in that ranking,

could well be a more reasonable ranking than one that has four violations all involving3 teams that .x-e ranked far apart from each other.
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For further discussions of the minimum violations method, see Ali, Cook, and I
Kress (1986), David (1971), Goddard (1983), Harary and Moser (1966), Stob (1985),

and Thompson (1975). £
3. Probabilistic Methods 3

The probabilistic approaches discussed here all (in some sense) involve calculating

probabilities, say Pij, that Ti will win a game played against Tj for all relevant i and j.

These probabilities can be interpreted as estimates, based on game results, of true but

unknown probabilities. They can also be interpreted as summary output measures that can

be used for ranking teams based on (in general, intransitive) game results. These

probabilities are determined by making a set of assumptions (different assumptions are

made for different methods) and then calculating values for these probabilities that are

consistent with these assumptions and with the game results in question. Two points

should be noted here. First, the various assumptions made for these probabilistic methods I
seem to fit within an overall, integrated structure. This structure is presented below.

Second, different assumptions do not necessarily lead to different results in that one set of 3
assumptions can be equivalent to another set. Such equivalencies occur here and will also

be discussed below. First, some relevant notion is introduced. i
a. Notation

As above, suppose that there are n teams under consideration (n>2), and that these I
teams are labeled T1, ..., Tn. For i=l,...,n, j=1,...,n, and i j, let mij denote the number

of games that Ti plays against Tj, and let rij denote the number of these games that Ti wins 3
plus one-half of the number of these games that result in a tie. For i=l ,...,n, let mii=rii--O.

Note that mij=mji and that rij+rji = mij for all i=l,...,n and all j=l,...,n. Call the matrix

m=tmij] the schedule matrix and the matrix r = [rij] the results matrix. For i=l,...,n, let I
gi I ijVand wi = I r U
J=I j=1

Some new notation is as follows. Let P denote the set of all n by n matrices p=[pijl 3
such that, for all i and j from 1 through n,

0 < Pij < 1 and pij + Pji=. I
Given pe P, let

p ij/ (l-p ij ) = p ij/p ji Pij<

Xij = xij(piJ) = Pij =
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I Also for pe P, let
I f -1 n m. r.. r..

I" I 1-1 J1 mf p r no game between any
i=1 j=i+l uj ij Ppi two teams ends in a tie

n-1 n 2m.. 2r.. 2r..
ri .1i+1 2r.. p . otherwise

IIi~l j=i+l , ij J qj l

3 and, for pe P and p > 1, let

n-1 n

O(p) = X E It r J-mij PiJlp

i=l j=i+l

Let R I denote the set of all n by n matrices such that, given any two different i and j
in { 1...,n), there exists some k_>2 such that rili 2 , ri2i3, ..., rik-lik are all strictly positive

and either il=i and ik=j or il=j and ik=i. Let R2 denote the set of all n by n matrices such
that, given any two different i and j in ( 1,...,n}, there exists some k_>2 such that rili 2.
ri2i3, .... riklik are all strictly positive and il=i and ik=j. That is, if re R1, then there must

be at least one "one-way beats-or-ties" path between any two teams; and if re R2, then
there must be at least one such path in each direction between any two teams. For example,
if re R I, then the teams cannot be partitioned into two sets such that both no team in the
first set beats or ties any team in the second set and no team in the second set beats or ties3 any team in the first set. Similarly, if re R2, then the teams cannot be partitioned into two
sets such that no team in the first set beats or ties any team in the second set. Note that

3 R2cR1.

b. An Integrative Structure for Assumptions Underlying These3 Probabilistic Methods

Ignoring ties, each of the various papers that propose probabilistic methods for3ranking alternatives seems to make two basic assumptions (as opposed to making just one

such assumption or to making three or more such assumptions). The particular
I assumptions that are made can differ from paper to paper, but each such paper seems to

need to make two of them in order to allow the development of a structure sufficiently rich
that values for the relevant probabilities can be calculated. Furthermore, ignoring the

treatment of ties, each such paper seems to take one of its assumptions from "Group A"
and one from "Group B" as listed in Table VI-1.
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Some comments on the structure proposed in Table VI-1 are as follows. I
First, a formal structure like that of Table VI- 1 does not seem to appear in the

literature, although the discussions in David (1988) and Stob (1984) come quite close. The £
interested reader may want to test the hypothesis presented on Table VI- 1 by examining

various publications on paired comparisons. Table VI-2 presents a start in this direction by 3
relating several such publications to the structure given in Table VI- 1. Note that, while all

of the publications listed on Table VI-2 consider assumptions in pairs as indicated on Table 3
VI-1, several of these publications consider more than one such pair of assumptions.

David (1988) and Stob (1984) consider so many of the possible pairs that it would be
pointless to list these publications on Table VI-2. The interested reader here should

certainly consider examining these two publications.

Second, note the following distinction between the assumptions in Group A and
those in Group B. Each assumption in Group A essentially defines a model in that each
requires some particular relationship among the Pij's to hold. However, none of the £
assumptions in Group A concern calculating numbers for these Pij's in that none concern

the relationship between these Pij's and the results matrix r. Conversely, each of the !

assumptions in Group B determines a relationship that must hold between the probabilities

pij and the outcomes given by the schedule matrix m and the results matrix r. However, I
none of the assumptions in Group B relate the Pij's to each other outside of relationships

involving m and r, and, in particular, none of the assumptions in Group B place sufficient
restrictions on the Pij's to allow values for these Pij's to be calculated as functions of m and
r. The paired comparison literature shows that values for the Pij's can be computed as

meaningful functions of m and r if (in general) one assumption from each column on Table i
VI-1 is made and if rE R1.

Third, the roles played by Rl and R2 here are as follows.

R 1 concerns whether or not teams can be compared by any of these methods. If

re R 1, then all of the teams can be compared with each other. If rg R 1, then there are at I
least two teams that cannot be compared by any of these methods. For example, one way
(but not the only way) that this (r 1 R 1) could occur is as follows. Suppose m and r are

such that it is possible to partition the teams into four groups, say Ga, Gbl, Gb2, and Gc,

!
I
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Table VI-1. An Hypothesized Structure for integrating the Assumptions

Underlying Probabilistic Methods for Ranking Alternatives

Select one assumption from Group A and one assumption from Group B.

Then, given m and r, find pe P satisfying the two selected assumptions.

GR.OUPA

AIlI: Strong Stochastic Transitivity A4: Wins are Determined by Random

For all i, j, k, if Pij 'a 1/2 and Pjk > 1/2, Strengths

then Pik ? max {Pij,Pjk). Let F± denote the (cumulative) distribution
function of a continuous random variable

A 1.2: Moderate Stochastic Transitivity with mean g. Given Fgt, if rE R2 then n real
numbers, say

For all i, j, k, if Pij > 1/2 and Pjk > 1/2, .11.4n,
then Pik > min m PijPjk). and n independent random variables, say

.S........S n ,
A1.3: Weak Stochastic Transitivity exist such that si has distribution Fgi and

Pij = Prob(si>sj)

For all i, j, k, if Pij > 1/2 and Pjk > 1/2, for all i and j, where:
then ik ! 1/2. A4.1: Strengths Have Extreme Value

Distributions
A2: Odds MultiplyI=XjXkfralij'kscthtnierFit(x) = exlpe(-.LY)))

xik = xij Xjk for all i, j, k such that neither where y = 0.5772... is Euler's constant.Pij = I and Pjk = 0

nor A4.2: Strengths are Normally
j 0 and =k 1; Distributed With Common

equivalently, Variance

Pij Pjk Pic = Pkj Pji Pik 1
for all i, j, and k. F x) =. ---.J dy'

A3: Odds are Proportional to A4.3, A4.4, ... Strengths Have Other
Deterministic Strengths Distributions

If rE R2 then n positive numbers, say A4.1: Specify Fg(x) for I = 3, 4,
Sl .....Sn,

exist such that
Pij = si/(si+sj),

or, equivalently,
Xij =si/F'

for all i and j.

BI: Expected Wins Equal Actual Wins B2: Maximum Likelihood

n £ L(p) > L(q) for all qE P.
I Pijmij = w i  i=1...n

j=l 1B3(p): Minimum Deviation
For a selected value of p 1
(e.g., p = 2),
Op(p) _ Op(q) for all qE P.
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Table VI-2. The Relationship Between the Structure Proposed In Table VI-1

and Some Selected Papers on Paired Comparison Theory 3

Assumptions as Listed on Table VI-I 3
Publication Group.A Grup R

Bradley (1976) A3 B2
" A4.1 B2

Bradley & Terry (1952) A3 B2 I
David (1971) AI.1 B2

A1.3 B2 3
Dykstra (1960) A3 B2
Fienberg & Larntz (1976) A2 B2

fo A3 B2

Ford (1957) A3 B2

Jech (1983) A2 BI 
Moon (1968) A3 B2

Mosteller (1951) A4.2 B3(2) I
Stefani (1977) A4.2 B3(2)
Stob (-985) AI.1 BI 3

" A3 B2

Thompson (1975) A4.2 B2

Zermelo (1929) A3 B2

I
I
I
I
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£such that each team in Ga (if any) has won all of its games against teams not in Ga, each
team in Gc (if any) has lost all of its games against teams not in Gc, and no team in Gbl
plays any games against any team in Gb 2 . Then no method described here can compare

any team in Gb1 with any team in Gb 2 . Accordingly, whether or not re RI is important3 concerning whether or not any of these probabilistic methods can be applied, but it is not
relevant for distinguishing among these methods.

3If re R1 but re R2, then all teams are comparable, but some comparisons are "too
easy" in that there are (at least) two teams, say Ti and Tj, such that the only reasonable
value for pij based solely on m and r is pij=l. For example, suppose m and r are such that
it is possible to partition the teams as described in the last paragraph above, that Ga, Gbi,

and Gc are not empty, but Gb2 is empty, and re RI. Let Gb=Gbl. Then, based on m

and r, it is reasonable to conclude that each of the teams in Ga is better then any team in Gb
or Gc, each team Gb is better any team in Gc, and that, for any probabilistic model,

Pij = 1, Pjk = 1, and Pik = 13for all Tie Ga, Tje Gb, and Tke Gc. In this case, the interesting questions reduce to
determining how the teams in Ga rate against each other, how those in Gb rate against each
other, and how those in Gc rate against each other. In specific, if re R I but re R2, then the
teams can be partitioned into subsets such that the restrictions of r to these subsets have the
property that each restricted r belongs to the correspondingly restricted R2. Accordingly,
whether or not re R2 is important coi. ming whether or not any of these probabilistic

methods yield values for pij satisfying

I0 <pij <1

for all i and j, but it is not relevant for distinguishing among these methods.

Fourth, if (and, of course, only if) these games (i.e., comparisons) can end in ties,3then the manner in which these ties are treated can be quite important.

As stated above, sports leagues tend to consider ties by treating them as half a win
and half a loss (or in some essentially equivalent manner). Note that, in terms of Table VI-

1, treating ties this way corresponds to treating ties under Group B (by adjusting r), not by

changing the model postulated in Group A. For simplicity, Table VI- I is structured to treat
ties this way, which is why L(p) counts each game twice if ties can occur. If ties count as
half a win and half a loss then rij need not be an integer, but 2 rij will always be integral.

*The interested reader should note that this is not a standard approach in the paired

comparison literature, but it does allow all of the combinations pairs of assumptions from
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Group A and B on Table VI-2 to be implementable when ties can occur. Another way to I
make the structure on Table VI-1 directly implementable when ties are possible is to treat

tied games as if they never occurred (instead of treating ties as half a win and half a loss). 3
That is, if tij of the mij games between Ti and Tj result in ties, then replace the schedule and

results matrices m and r with fn and f, respectively, where 3
m n-ii = mii - tij and Fij = rij - ti2,

and rate the teams based on rn and f. Of course, ignoring ties can yield different rankings 1
than treating ties as half a win and half a loss--a somewhat interesting example is given in

Section 4, below. 3
A different general approach for considering ties in probabilistic models is to

change the specifications of the model as determined under Group A by introducing a I
second matrix of probabilities, say p = pij, where Pij is the probability that a game between

Ti and T ends in a tie. If this is done, then p and P must have the properties that: 30<.5Pij<5 1, 0-< 'Pij <1,

Pij = Pji' and pij+Pji+p.=1

for all relevant i and j. I
For example, A3 could be changed so that

PiJ= S0S
S. s+6s.

for some 0 _ 1, which gives that I
2

(0 -1) s s.

= (Si +0 S) (S + O S )

or it could be changed so that 5
S.

P sij S + SISi S + -0 (Si Sr 2

for some 1j _ 0, which gives that (

V(s. s)11

Pij = SI + sj + 'U(ss £
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IAlternatively, A4 could be changed by introducing threshold parameters, e.g.,

3 pij = Prob(s. > s. + 71)

for some T"1 0, which gives that

5 ij =Prob I I si - sj 1 < TI ).

Instead of threshold parameters, discontinuous distribution functions could be considered

under A4, in which case P could be defined by

I Pij=Prob{si = s }.

Introducing P into the model in the specifications under Group A necessitates3 making the corresponding changes to the restrictions under Group B. In particular, B I as

stated on Table VI- 1 would change to
n 

n 
V

i mij = i and 1 ij mij = ii

where
n

St =  ij and 'i
j=1

3 for i=l,...,n. B2 and B3 remain as stated on Table VI-1; however, the definition of L(p)
and Op(p) would change toI

n-i n

I L(p)=J7H 171 (F.mii tij ij ij riPi=1 j=i~l t, ' ij i j i

and nii *
OP) = EjE IF i mij - ij I + tij -mijiJ

1=1 jii+l

respectively. The interested reader should consult the paired comparison literature for

Idetails, references, and further discussions of treating ties by explicitly incorporating the

probabilities of ties into probabilistic models.

I Finally, and perhaps most importantly, different assumptions can (and here

frequently do) lead to the same result. Indeed, much of the paired comparison literature on
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probabilistic methods concerns showing that, under some set of conditions, making one !

particular pair of assumptions from Table VI- 1 is completely equivalent to making another

pair of such assumptions. Indeed, under fairly robust conditions, making any one of 3
assumptions A2, A3, or A4.1 together with making either one of assumptions B I or B2 is

completely equivalent to making any other pair of assumptions in this subset of

assumptions from Table VI-1. See the paired combination literature, especially David

(1988), Stob (1984), and Stob (1985), for details. 3
c. An Archetypical Probabilistic Method

Since several of the various possible pairs of assumptions from Table VI- 1 turn out i
to be practically equivalent to each other, only one probabilistic method will be discussed in

greater detail here. In terms of Table VI-1, the assumptions underlying this method are

assumptions A2 and B I, and the discussion below is based on Jech (1983). The notation

introduced above will be used here (definitions for this notation will not necessarily be 3
repeated below); assumptions A2 and B 1 will be repeated and explained below.

(1) Assumptions and Goals !

Given values for the schedule matrix m and the results matrix r (with ties counting

as half a win and half a loss), one goal here is to find values for a matrix p such that:

1) pe P, i
n

2) Pijmij = w. i = 1, ...,n, and

3) for all relevant i, j, and k, if neither

Pij 1 and Pjk = 0

nor

Pij 0 and Pjk = 1,

then i
xik = xij Xjk

where 3
xij = Pij/(1-Pij) = Pij/Pji
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I (if Pij is the probability that Ti would beat Tj in any given game between them, then xij is

the expected number of games between Ti and Tj that Ti would win per each such game

that Tj would win). A second goal here is to determine a ranking (say from best to worst)
given that values for the Pij's have been found satisfying the conditions just stated.

1 (2) Discussion of Assumptions

3 The first condition above, that pr P, is just a way of starting the assumption that a

probabilistic method is to be used.

I The second condition above is, of course, assumption B I on Table VI- 1. With Pij

being the probability that Ti wins any given game against Tj, the sum

InI I Pijmij

j=l

3 gives the expected number of games that Ti would win against all other teams if it were to
play mij games against Tj for all other j. But it did play mij such games, it won wi of them

I (counting a tie as a half win), and the Pij's are assumedly to be based on these results.

Accordingly, if games are not to be discounted by some external criteria (such as weighting

games played earlier in a season less than games played more recently), then it seems quite
reasonable to require that the Pij's satisfy the property that, for each team, its expected

number of wins based on the schedule matrix m equals its actual number of wins according

to that schedule, i.e. that assumption B I holds.

The third condition above is, of course, assumption A2 on Table VI-1. As noted
above, xij can be interpreted as the expected number of games between Ti and Tj that Ti

would win for each such game that Tj wins. Thus, the assumption that xik = xijxjk can be3 interpreted as assuming that the expected number of wins by Ti per win by Tk in games

between them equals the product of the expected number of wins by Ti per win by Tj (in

Sgames between Ti and Tj) times the expected number of wins by Tj per win by Tk (in

games between Tj and Tk). Jech (1983) gives the following argument to justify the validity

5 of assumption A2:

Suppose we can compare the objects Ti and Tk only indirectly by
comparing Ti with Tj and Tj with Tk and we do it a large number of times,

say M. In M.Pij cases, Ti looks better than Tj, and of these M.pij cases, Tj
looks better than Tk exactly M*Pij*Pjk times and worse M*Pij*(1-Pjk)
times. Whenever we find Ti better than Tj and Tj better than Tk we
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conclude that Ti is better than Tk, but when Ti is found better than Tj and Tj
won .e than Tk we reserve our judgment about Ti and Tk.

A similar situation arises in the Me(l-pij) cases when Tj is deemed better 3
than Ti. Thus we have Mopijopjk cases when Ti is declared better than Tk

and M*(1-Pij)o(1-Pjk) cases when Tk is considered better. It follows that 1
Mapij*Pk

Xik = U*(1-Pij)9(l-Pjk) = XijoXjk "  3
(3) Two Theorems 3

Jech (1983) proves several theorems based on the assumptions above. His

Theorem 1 is stated as Theorem 1 below, and a slightly specialized version if his Theorem 3
3 is stated as Theorem 2 below.

Theorem 1. If rE R1, then there exists one and only one probability matrix p 3
whose entries, Pij, satisfy assumptions BI and A2.

Theorem 2. If re R1, if assumptions B 1 and A2 are made, and if the schedules 3
for Ti and Tj are such that mik = mjk for all k other than k = i or k = j, then the probability

matrix p which is uniquely determined according to Theorem 1 has the properties that: n

pij > 0.5 (or, equivalently, xij > 1) if and only if wi > wj,

andI

Pij = 0.5 (or, equivalently, xij = 1) if and only if wi = wj. I
(4) Discussion and Implications of These Theorems

Throughout this subsection, assume that re R I and let p denote the unique 3
probability matrix that follows from making assumptions B 1 and A2 according to Theorem

1 above. 3
First, note that assumption A2 implies assumption AL.I and so p determines a

unique ranking. To see this, add the teams one-at-a-time to an ordered list in the following 1
manncr. Order T1 and T2 in the obvious manner (with Tl and T2 being tied in this order if

P12 = 0.5). Add T3 ahead of both Ti and T2 if P31 > 0.5 and P32 > 0.5, add T3 behind

both TI and T2 if P31 < 0.5 and P32 < 0.5, and add T3 to the list in a tied position with Ti

if P3i = 0.5 for either i=l or i=2 (by assumption A2, if both P31 = 0.5 and P32 = 0.5 then

P12 = 0.5, so this addition is unambiguous). Finally, if P3i > 0.5 but p3j < 0.5, where
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I (ij) is either (1,2) or (2,1), then add T3 above Ti but below Tj (if P3j < 0.5 then Pj3 > 0.5
and, by AI1I, if Pj3 > 0.5 and Pji > 0.5 then Pji > 0.5 and Pij < 0.5, thus this addition is

also unambiguous). Adding the remaining teams to this list in the same manner produces a
unique ranking in which Ti is ranked ahead of Tj if and only if Pij > 0.5 and Ti is ranked as5 being tied with Tj if and only if Pij = 0.5.

Second, it can be shown that an equivalent ranking can be obtained in the following
3 manner. Let

n

PI p I = ~ P1 )/(n-l) i =1,.n
j=l

jfi

Then Pi is the expected winning percentage of Ti in a symmetric round robin tournament

(i.e., a tournament is which each team plays each other team the same number of times).5 Ranking the teams by these winning percentages yields the same ranking as the ordered list

approach described just above.

3 Third, note that the ordered list approach above produces a unique ranking, but it

does not produce (meaningful) cardinal ratings for the teams according to that ranking. The3 expected-round-robin-wins approach produces Lhe same ranking, and also produces

cardinal ratings (namely, those winning percentages) associated with that ranking. If
i re R2, then it can be shown that another way to produce cardinal ratings for the teams

according to this ranking is as follows. Let jo be such that Pijo :: 0.5 for all i~jo--that is, jo

is (one of) the team(s) ranked last by the ordered list approach above. Suppose that rr R2.5 Then 1 _< xijo < o for all i. Let Sjo = 1 and let

Si = xijsjo = Xijo i =

Call si the strength of Ti, rank Ti ahead of Tj if and only if si > sj, and rank Ti as being tied
with Tj if si = sj. Then ranking by these strengths is identical to ranking by round robin

winning percentages and to ranking by the ordered list approach described above.

Additionally, it can be shown these strengths have the property that

Pij- S. + S.

for all i and j, and so assumption A3 on Table VI- I is also satisfied.

In summary, the method proposed by Jech has the following properties: (1) It
turns out to be equivalent to scveral other methods previously proposed in the paired
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comparison literature, see Stob (1984), and so a justification for any of these methods is a I
justification for all of them. (2) It is not restricted to applying only to symmetric round

robin comparisons--it can address any schedule matrix m, and it will produce a unique 3
(ordinal) ranking with meaningful cardinal ratings for any m if re R 1 . (3) It allows the

result of any comparison to be a tie, not just a win or a loss, and it can address ties in either

one of two distinct ways (either by ignoring all tied comparisons or by treating a tie as half

a win and half a loss). This can be beneficial because different applications may have 3
different logical bases for treating ties. (4) Finally, by Theorem 2 above, this method

necessarily produces the "standard" ranking according to winning percentages whenever it

is applied to a symmetric round robin set of comparisons (i.e., one in which mij = Ri for I
some positive constant ih and all i and j such that i j).

4. Examples

The reader not interested in ties should skip directly to Section b, below. 5
a. Some Hypothetical Examples Involving Ties 3

(1) Some Alternative Approaches For Treating Ties

Two general approaches for considering tied games were described above; namely, I
either treat ties as half a win and half a loss, or simply ignore all games that result in ties by

treating these games as if they were never played. Each of these general approaches are I
implementable (in some form) in each of the paired comparison methods discussed above,

although some of these methods need slight adjustments to treat ties using these approaches

(e.g., counting each game as two separate games for methods that use maximum likelihood

functions).

Before presenting examples involving ties, two additional approaches that could be

used to consider ties are defined as follows. First, ties could be treated as being almost as

good as a win. That is, each tied game could count as 1--c of a win and as e of a loss for
both of the teams in that game, where F is a sufficiently small positive real number such that

using any smaller such number would not change the resultant rankings. (Given the I
assumptions that only a finite number of teams are being considered and that they play only

a finite number of games, only extremely perverse ranking techniques would be able to 3
rank the teams counting ties as 1--c of a win and c of a loss yet not admit the existence of an

C such that the rankings remain constant for all r- such that 0 < e < '. Of course, C" could

depend on the number of teams n, the schedule m, and, perhaps, the ranking method
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involved.) Symmetrically, ties could be treated as being almost as bad as a loss. That is,
each tied game could count as e of a win and as 1--F of a loss for both of the teams in that
game, where again e is some sufficiently small positive real number such that any smaller

such number would not change the resultant rankings.

Given £ sufficiently small (in the sense discussed just above), let
n

A A
wi Wi + (I"-E)l tij t= gi-wi

j=l

n

S= wi + E E ti, and Ii=gi-i
j=l

for i=l, ..., n. Thus, 'i and Ii are the resulting number of wins and losses, respectively,

if ties count almost as much as a win, and i and'li are these wins and losses if ties count

almost as much as a loss. Clearly
Wi -"giand w+ l= gi

for each i, and

nandE Wi + Iid -g and E('i + Ii) = 2-g

l i=

where k is the total number of games played, i.e.,
n-i n

i=1 j=i+l

Of course, corresponding forms of these equations also hold if ties are treated as half a win
and half a loss, or if all tied games are completely ignored. However, the following
inequalities are strict here if any games end in a tie:

nl n

X w.'Zm, andi X
n~ 1

whereas the corresponding relationships are all strict equalities either if ties are counted as

half a win and half a loss, or if all tied games are completely ignored. Due to these
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inequalities just above, some of the ranking methods described in Sections 2 and 3 are not I
directly implementable if ties are counted as almost a win or are counted as almost a loss

(although some of these methods--and perhaps all of them--could be implemented if I
suitably significant adjustments to them were made).

Note, however, that ranking by winning percentage is always implementable. I
Also, if each team plays the same number of games (gi = g for all i and some ), then

counting ties as almost a win and ranking by winning percentage is the same as simply
ranking by fewest (actual) losses, where if two teams have the same number of losses then

the team with fewer ties (and hence more wins) is ranked ahead of the other. (Teams are 3
equally ranked if they have same numbers of wins, of ties, and of losses). Likewise, if
each team plays the same number of games, then counting ties as almost a loss and ranking 3
by winning percentage is the same as ranking by most (actual) wins, where if two teams
have the same number of wins then the team with more ties (and hence fewer losses) is I
ranked ahead of the other. (Again, teams are equally ranked if they have the same numbers
of wins, of ties, and of losses.) 3

The reason for introducing alternative approaches for considering ties here is
certainly not to suggest changes in the way that sports leagues treat tied games. Counting

ties as half a win and half a loss has been found to be quite reasonable for sports. Instead,
the reason for introducing these alternatives is as follows. Paired comparison theory has
largely been developed and applied outside of the sports realm. Many additional

applications of this theory (outside of sports) may exist, and it does not necessarily follow
that the way that sports treats ties is appropriate for applications outside of sports. 3
Accordingly, to assist in examining the possible merits of future applications, it is useful to
have several alternative approaches for treating ties available for consideration. 3

For example, counting ties as almost a win might turn out to be appropriate in

applications where consensus is valuable. Converting the terminology away from sports, 3
suppose that paired comparisons of several alternatives are being made by several judges
according to several criteria. If each alternative is involved in the same number of

comparisons, then an alternative that wins or ties more of these comparisons than any other m
(and hence losses fewer comparisons than any other) might be viewed as being preferred
on a consensus basis over the other alternatives, even if some of these other alternatives 3
won some more but lost many more (and so tied much fewer) of these comparisons.

Similarly, if the judging is being done to select an alternative to face some adversaries in 3
future competitions, then it may be desirable to select a robust alternative--one that has
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fewer defects for those adversaries to exploit. Such a "safe and sure" (or satisfying) goal

might lead to counting each tie as almost a win. Finally, if the judging is being done to

weed out inferior alternatives, then ties might not be considered to be much worse than
V :ns.

Conversely, ties might be considered as being indicative of possessing a blandness
which may be almost as bad as being inferior. That is, it may be that being "just as good

as..." is not good enough--the selected alternative might have to face adversaries where the
only hope of succeeding is to be strictly better in some ways, even if it is strictly worse in

many other ways. For example, the developers of new products may want to be able to

carve out sufficiently large shares of the market by being better than the competition

according to the criteria important for those market shares, even if those products are worse

everywhere else (which could be many more places). Blandness might also be considered

as being bad in artistic judging or in places where major breakthroughs are being sought.

In these cases, it might be reasonable to count each tie as being almost a loss.

(2) Numerical Examples Involving Ties

As can be inferred from the discussions above, the four ways considered here for

treating ties (almost a win, half win plus half loss, almost a loss, and ignore the game

completely) can produce different rankings from each other. The hypothetical emample on
Table VI-3 illustrates this outcome. In that example, n = 6 and mij = 6 for all distinct i and

j from 1 through 6, so that each team plays 6 games against each of the other 5 teams for a

total of 30 games.

Some points to note concerning the example on Table VI-3 are as follows. First, it

involves a symmetric round robin competition (i.e., it does not yield different rankings

because some teams play different teams or different numbers of games than other teams).

Second, each team wins at least one game and loses at least one game (i.e., it does not yield
different rankings due to zeros in numerators or denominators). Third, each team occupies

its own place in each ranking (i.e., none of the rankings result in a tie for any position in

any ranking). Fourth, not only are the four rankings different, each ranking produces a

different winner.

Two of the techniques to treat ties (half win plus half loss, and ignore tied games)

are quite robust in the example on Table VI-3 in that (1) the winner by either comes in

second by the other, and (2) these two winners come in second or third in the two cases

structured to give different winners for the other two techniques. Thus, in addition to the
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general acceptance and general applicability of these two techniques, they may be generally I
robust. This would give another general argument for using them in applications other than

those for which there are specific arguments to the contrary. 3
Table VI-3. An Example Yielding Four Different Rankings From Four Different

Ways To Treat Ties In Calculating Winning Percentages

OPPONENT
(Wins/Losses/Ties) TOTALS 3

TEAM T1  T2 T3  T4 T5  T6 WINS LOSSES TIES

T - 0/0/6 0/0/6 0/0/6 5/0/1 3/3/0 8 3 19

2  0/0/6 - 0/0/6 0/0/6 2/0/4 4/2/0 6 2 22 1
T3  0/0/6 0/0/6 - 0/0/6 0/0/6 2/1/3 2 1 27

T4  0/0/6 0/0/6 0/0/6 - 0/0/6 3/3/0 3 3 24

T5 0/5/1 0/2/4 0/0/6 0/0/6 - 6/0/0 6 7 17

T6  3/3/0 2/4/0 1/2/3 3/3/0 0/6/0 - 9 18 3 3
Rankings By Winning Percentage Standings By Winning Percentage 1
When Considering Each Tie As When Considering Each Tie As

~IIf Tied If Te
Games Games

Almost 1/2 Win + Almost Never Almost 1/2 Win + Almost Never
TEAM A Win 1/2 Loss A Loss Occurred A Win 1/2 Loss A Loss Occurred 3
T1  3 1 2 2 T3  T1  T6  T2

T2  2 2 3 1 T2 T2  T1  TI

T3  1 3 6 3 T1  T3  T2  T3

T4  4 4 5 4 T4  T4  T5 T4  3
T5  5 5 4 5 T5  T5  T4 T5

T6  6 6 1 6 T6  T6  T3  T6

II
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IOne such argument to the contrary can be made in voting theory. By making

pairwise comparisons of each alternative with each other alternative, a rank-order-input

voting process can be viewed as being a symmetric round robin tournament among the
alternatives in which each alternative is matched (i.e., plays a game) against each other

alternative exactly once. Indeed, if ties are treated as half a win plus half a loss, this is

exactly what Copeland's voting method does (see Section B.3.f above). One way toIparaphrase an argument made in voting theory is as follows. If, in this "voters
tournament," Ti beats or ties every alternative that Tj beats or ties, and Ti beats or ties Tj,Ithen Ti should be ranked at least as high as Tj.

To help see the implications of the argument, consider the hypothetical example ong Table VI-4. In that example, n=6, mij=l for all distinct i and j from 1 through 6, and the

terms "team" and "alternative" are used synonymously. It is not hard to construct a set of
voter's preferences (i.e., individual voter's rankings of the six alternatives Ti through T6)

that result in the outcome displayed on Table VI-4. In the example on that table, Ti is
ranked first by three of the four tie treating techniques tabulated there. However, T2 beats
or ties every alternative that Ti beats or ties and, not only does T2 beat or tie TI, T2 beats

T1. Therefore, by this paraphrased voting theory argument, T2 should be ranked at least

as high as T1. Further, since T2 beat TI, it can be argued that a tie in ranking between

them should be broken in T2's favor. Indeed, note that if Ti beats or ties every alternative

that Tj beats or ties, and Ti beats Tj, then Ti will necessarily be ranked above Tj when these

rankings are determined by winning percentages with ties being counted as almost a win.
Accordingly, the fourth tie treating technique tabulated on Table VI-4 ranks T2 in firstIplace, ahead of TI, and T2 can be viewed as being a consensus alternative in the sense

described above.

Thus, treating ties by counting them as almost a win may be quite appropriate in
"voter's tournaments". However, one should be careful about applying arguments taken

from voting theory (which may turn out to not actually have meaningful applications within
voting theory). For example, another paraphrased (and slightly modified) argument from
voting theory is that if every alternative that beats or ties Ti also beats or ties Tj, and Ti

beats Tj, the Ti should be ranked ahead of Tj. This corresponds to treating each tie as

being almost a loss. In the example on Table VI-4, every alternative that beats or ties T6

also beats or ties T2, and T6 (strictly) beats T2. Accordingly, treating a tie as almost a loss
would rank T6 ahead of T2, which may not be what is actually desired.
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Table VI-4. An Example Involving Ties and Arguments From Voting Theory I
OPPONENT TOTALS

(W = Win By Team, L = Loss To Opponent, T = Tie)

TEAM T1  T2  T3  T4  T5  T6  WINS LOSSES TIES

T1  L W W W L 3 2 0 I
T2 W T T T L 1 1 3

T3 L T W L W 2 2 1

T4  L T L W W 2 2 1

T5 L T W L W 2 2 1

T6 W W L L L 2 3 0

Rankings By Winning Percentage Standings By Winning Percentage
When Considering Each Tie As When Considering Each Tie As

If Tied If Tied
Games Games

Almost 1/2 Win + Almost Never Almost 1/2 Win + Almost Never
TEAM A Win 1/2 Loss A Loss Occurred A Win 1/2 Loss A Loss Occurred

Ti 2 1 1 1 T2 T1 T, T,

T2  1 2 6 2t T 1 T2 T3T4T5 T2T3T4T5

T3 3t 3t 2t 2t T3T4T5 T3T4T5 T3T4T5 T2T3T4T5  3
T4 3t 3t 2t 2t T3T4T5  T3T4T5  T3T4T5 T3T4T5

T5  3t 3t 2t 2t T3T4T5 T3T4T5 T6 T2T3T4T 5

T6  6 6 5 6 T6 T6 T2 T6

I
I
I
I
I
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b. A Realistic Example Involving College Football

The examples in Section a are hypothetical, are concerned with the treatment of ties,

are symmetric round robins, and form rankings using winning percentages (which is quite

reasonable for symmetric round robins). The example here is realistic, only incidentally

involves ties, is not a symmetric round robin, and illustrates the use of the method

described in Section 3.c above. This example concerns the 1989 college football season,

which ended with seven bowl games played on January 1, 1990.

Collecting and entering into a computer data for every game played by every college

football team in the 1989 season is beyond the intent of this overview. However, a
reasonably interesting and useful example can be constructed by considering individually

only the fourteen teams that played on January 1, 1990, and aggregating all of the other
teams into one notional opponent team, labeled "All Others" in this example. (This is the

same approach used by Jech (1983) to consider National Collegiate Athletic Association
(NCAA) Division II and Division III teams.) In addition to this major simplifying

assumption, the following two assumptions are also made. First, each game is to be

counted equally no matter when it was played--who played against whom can make a

difference, but whether two teams played each other on the first day of the season or on

New Years Day is to make no difference. Second, only the results of the games in terms of
who won, who lost, or whether it was a tie, is to be considered--neither the points scored

nor any other measure of how well any team played in any game is to be considered (other

than indirectly through wins, losses, and ties). Table VI-5 summarizes the 1989 college
football season based on these assumptions. The teams are listed on that table in order

according to their relative position in the final Associated Press (AP) sports writers opinion
poll, with All Others listed last. Data for the schedule matrix, m, and results matrix, r, can

be taken directly from Table VI-5.

Table VI-6 gives the relative rankings of these teams according to the AP poll, the

United Press International (UPI) coaches opinion poll, the Kendall-Wei method as

described in Section 2.b above, and Jech's method as described in Section 3.c above.

Note that Jech's method is equivalent to that proposed by Zermelo (1929), Bradley and

Terry (1952), and Ford (1957).

The integers on the left side of the AP and UPI polls give the absolute position of

the corresponding teams in those polls (e.g., Clemson came in 12th in the AP poll,
between 11 Nebraska and 13 Arkansas, and Clemson came in 11 th in the UPI polls

between 10 Illinois and 12 Nebraska, but Clemson played on New Years Eve, not New
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Table VI-5. A Summary of the Common Games Involving Teams That Played In I
New Years Day (1990) Bowls

MIA NDU FSU COL TEN AUB MIC USC ALA ILL NEB ARK UVA OSU Other Totals I
Miarmi - W L W - 9-0 11-1

Notre Dame L W W W W 8-0 12-1 1
Florida State W W W 7-2 10-2

Colorado L W W 9-0 11-1 1
Tennessee W L W 9-0 11-1

Auburn L L W W 8-0 10-2 3
Michigan L L W W 8-0 10-2

U So Cal. L W L W 7-0-1 9-2-1 3
Alabama L W L 9-0 10-2

Illinois L - - L W - - - IW W 7-0 10-2

Nebraska L L - - - 10-0 10-2

Arkansas L 10-1 10-2

Virginia L L - 10-1 10-3 3
Ohio State L L L L 8-0 8-4

Al0l 0OW 2W OW OW OW OW OW OW OW (Y 1W 1W W 4-119-1I
All Others 8L 7L 9L 9L 8L 8L 7L 9L 7L IOL 10OL 0 8L

IT

Totals:
Wins 11 12 10 11 11 10 10 9 10 10 10 10 10 8 4 146
Losses 1 1 2 1 1 2 2 2 2 2 2 2 3 4 119 146

Ties 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 2
Games 12 13 12 12 12 12 12 12 12 12 12 12 13 12 124 294

MIA NOU FSU COL TEN AUB MIC USC ALA ILL NEB ARK UVA OSU Other Totals
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Table VI-6. Several Alternative Rankings of Teams That Played In New Years

Day (1990) Bowls

JECH KENDALL-WEI AP UPI

1 Notre Dame 1 Notre Dame 1 Miami (39) 1 Miami (36)

2 Miami 2 Miani 2 Notre Dame (19) 2 Florida State (7)

3 Colorado 3 Colorado 3 Florida State (2) 3 Notre Dame (6)

4 Tennessee 4 Tennessee 4 Colorado 4 Colorado

5 Illinois 5 Florida State 5 Tennessee 5 Tennessee

6 Michigan 6 Illinois 6 Auburn 6 Auburn

7 Alabama 7 Michigan 7 Michigan 7 Alabama

8 Auburn 8 Alabama 8 Southern Cal. 8 Michigan

9 Southern Cal. 9 Auburn 9 Alabama 9 Southern Cal.

10 Florida State 10 Southern Cal. 10 Illinois 10 Illinois

11 Nebraska 11 Nebraska 11 Nebraska 12 Nebraska

12 Ohio State 12 Arkansas 13 Arkansas 13 Arkansas

13 Arkansas 13 Virginia 18 Virginia 15 Virginia

14 Virginia 14 Ohio State 24 Ohio State 21t Ohio State

15 All Others 15 All Others
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Years Day (1990), and is not individually identified in these rankings). The number in I
parentheses on the right gives the number of first place votes that these teams received in

these polls (only the top three teams received any first place votes). The ranking in each of

these polls is determined using a truncated Borda voting method. Each AP voter selects 25

teams to rank order, and each such voter's first place choice receives 25 points, each 5
voter's second place choice receives 24 points, and so on through each 25th place choice

which receives 1 point. Each UPI voter selects 20 teams to rank order in the same manner 3
(except that the points awarded range from 20 points for each first place through I point for

each 20th place). I
The rankings for Jech's method and the Kendall-Wei method are determined using

values for m and r obtained from Table VI-5 (the tie involving USC is counted as half a

win and half a loss). A modified version of a computer program originally developed by

Miller and Palocsay (1985) was used to perform the calculations. Note that re R2 in this

example, so these are the unique rankings produced by these methods.

Some points to note concerning this example are as follows.

First, the relative rankings of these fourteen teams by the Jech or Kendall-Wei

method could change if all of the college football teams were individually considered. This

is not unlikely for lower ranked teams or for closely ranked teams--the relative strengths
according to Jech's method (denoted by si for i=l,...,n in Section 3.c), renormalized so

that Notre Dame has a strength of 1.000, are given on Table VI-7. (That table also repeats I
the rankings by the Kendall-Wei method and gives the relative AP and UPI rankings of the

fourteen individual teams.) As can be seen from Table VI-7, neither Miami nor Colorado 3
are close to Notre Dame in relative strength by Jech's method (similar data applies for the

Kendall-Wei method). Also, none of these three teams lost any games to any of the also-

rans aggregated into the notional All Others team. Thus, with one exception, it seems quite

unlikely that these top three places would change if every college football team were

individually considered--the one exception is that Miami and Colorado might switch places

(moving Miami to third and Colorado to second) since they are very closely ranked to each

other. 3
Second, it was noted above that the Kendall-Wei method considers the strength-of-

schedule as it concerns wins over strong teams versus wins over weak teams, but not as it

concerns losses to weak teams versus losses to strong teams. In comparison, Jech's

method considers all aspects of the strength of the schedule. This characteristic is evident 3
on Tables VI-5, 6, and 7 in that the differences between their rankings involve Kendall-
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Table VI-7. Normalized Strengths By Jech's Method and Relative Rankings
From Table VI-6

Relative Ranking
t

Normalized
TEAM Strengths Jech Kendall AP UPI

Notre Dame 1.000 1 1 2 3

Miami .580 2 2 1 1

Colorado .553 3 3 4 4

Tennessee .195 4 4 5 5

Illinois .169 5 6 10 10

Michigan .168 6 7 7 8

Alabama .138 7 8 9 7

Auburn .113 8 9 6 6

Southern Cal. .108 9 10 8 9

F;orida State .093 10 5 3 2

Nebraska .052 11 11 11 11

Ohio State .027 12 14 14 14

Arkansas .022 13 12 12 12

Virginia .021 14 13 13 13

All Others .002 15 15 (12) (11)

t These rankings are relative to the fourteen individual teams lisied here. The

highest AP and UPI ranked team not listed (Clemson) had an absolute AP
ranking of 12 and UPI ranking of 11, as noted in parentheses.
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Wei's higher ranking (compared to Jech) of one team (Florida State) that lost two games to I
the notional "weak" opponent team, and Jech's higher ranking (compared to Kendall-Wei)

of one team (Ohio State) that lost no games to the notional "weak" opponent. 3
Third, a common argument concerning mathematical techniques is that a (usually

more complex) new technique might be theoretically better, but it might yield results that i
are insignificantly different from those produced by the current approach. This is clearly

not the case here. Of course, just because a new technique produces significantly different 3
results in a sports application doesn't necessarily mean that it even has appropriate

applications outside of sports, let alone has meaningful applications that would produce
significantly different results than currently used approaches. However, the real issue here

may be the existence of appropriate applications, not the significance of the impact of using

these techniques if such applications were found.

Fourth, a common argument concerning all modeling and abstract representation

techniques is that a major purpose of these techniques is to gain insight and understanding,

as opposed to obtaining a definitive answer from (say) one computer run using such a

technique. This being the case, one might question whether ranking techniques are too i
sterile to provide any additional insight or understanding. In general, one might be able to
gain such insight or understanding by doing sensitivity analyses. For example, what n

would happen if the outcome(s) of one (or a few) of the paired comparisons were reversed

(win-to-loser and vice versa)? In the particular example here, one could try to isolate (and

support or discredit) possible reasons why the opinion polls differ so much from, say,

Jech's ranking, which takes full account of the strength of the schedule. 3
Was it because the voters in the polls placed greater weight on more recent games?

This could be tested by making relatively simple modifications to Jech's method to place

unequal weights on different games and then trying to find a plausible time-discounting
scheme that produces results comparable to the polls. 3

Was it because the voters in the polls considered the scores of the games rather than

just who won or who lost? This could be tested by modifying Jech's method to consider

game scores and/or by comparing the polls with results produced by other methods that I
directly consider such scores.

Was it because those voters felt that Notre Dame received unfair rewards in I
previous years, which they were not going to allow to happen this year? Voters' feelings

are hard to test, especially after the fact. However, results and polls from past years could

be analyzed to see if any given team, or set of teams, were generally overrated or
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I underrated in those polls as compared to the more objective rankings produced by Jech's

method (or by other methods described above).

Or was it because the polls ranked Colorado first, Miami second, Michigan third,

and Notre Dame fourth before the New Year Day bowl games, and the voters did not

consider Notre Dame's victory over Colorado in their bowl game to be significant enough

to move Notre Dame ahead of Miami? This conjecture has two parts: the first concerns the

significance of Notre Dame bowl victory our previously unbeaten and top-ranked

Colorado, and the second concerns the appropriateness of the pre-bowl polls, which can be

I tested by comparing these polls to rankings that Jech's method would produce given the

games up to but not including the bowls. Such a comparison is shown on Table VI-8.

Since Colorado was undefeated, and since Nebraska's one pre-bowl loss was to Colorado,

Jech's method necessarily ranks Colorado first and Nebraska second (note that if r is the
corresponding pre-bowl results matrix, then rE RI but r-c R2). Clearly, more analysis

could be done concerning this example. However, the point here is not to reach a

conclusion as to why the polls ranked Miami ahead of Notre Dame, nor who really should
have been No. 1 (according to various criteria) in college football this year, nor even that

this is an important issue in the first place. Instead the point is that paired comparison

methods are not so sterile as to preclude using them in comparative analyses, and the

example here shows (at a minimum) how such an analysis could be begun.

Finally, as an aside, college football was used as an example both here and in Jech

(1983). One should not conclude that this means that one of the most appropriate

applications of paired comparison theory in sports is to the post bowl determination of

college football rankings. Indeed, one could argue that no post (complete) season

application could be as important as an application that would affect who would (continue)

to play in what games. For example, paired comparison theory could have a quite useful

and relatively quite important application in deterrining which college teams (e.g., in

basketball) should be selected to participate in the NCAA post (regular) season

tournaments, and to help determine how such teams should be seeded. This theory could

also be used to help determine which of, say, several National Football League teams with

identical won-lost records should make the playoffs when, as frequently happens, more

teams are tied with identical records than there are (wild card) places to be filled by these

teams.
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Table VI-8. Pre-Bowl and Final 1990 College Football Rankings (Jech and AP) I
Pre-Bowl Bowl Final

Pre-Bowl Jech AP Result Jech AP
Team Record Rank Rank (Opponent) Rank Rank

Colorado 11-0 1 1 Lost (NDU) 3 4 5
Nebraska 10-1 2 6 Lost (FSU) 11 11

Notre Dame 11-1 3 4 Won (COL) 1 2 1
Michigan 10-1 4 3 Lost (USC) 6 7 3
Illinois 9-2 5 11 Won (UVA) 5 10

Miami 10-1 6 2 Won (ALA) 2 1 3
Alabama 10-1 7t 7 Lost (MIA) 7 9

Tennessee 10-1 7t 8 Won (ARK) 4 5 1
Auburn 9-2 9 9 Won (OSU) 8 6 1
Southern Cal. 9-2-1 10 12 Won (MIC) 9 8

Florida State 9-2 11 5 Won (NEB) 10 3 3
Ohio State 8-3 12 21 Lost (AUB) 12 24

Arkansas 10-1 13 10 Lost (TEN) 13 13 I

Virginia 10-2 14 15 Lost (ILL) 14 18 1

I
I
I
I
I
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5. Some Characteristics Concerning General Applicability With Emphasis
on Combat Analyses

Like voting theory, paired comparison theory does not appear to have been applied

in major defense analyses. Unlike voting theory, it may not be immediately obvious

whether, in any particular situation, paired comparison theory can be profitably applied.

However, increased dissemination of the existence of this theory combined with sufficient

ingenuity in structuring analyses may lead to such applications. To assist in finding such
applications, the following framework is proposed.

a. A General Framework for Applying Paired Comparison Theory

SPaired comparison theory involves making and evaluating comparisons in situations

that have the following four characteristics. First, each comparison is made between two

alternatives (not among three or more). Second, different pairs of alternatives can
(optionally) be compared different numbers of times, including (optionally) no
comparisons being made of some pairs. Third, only which alternative won and which lost

each comparison (if a tie did not occur) is important, the size of the victory in terms of any
magnitude that could be associated with the comparison is irrelevant. Fourth, the
comparisons need not be consistent either in that alternative A could win a comparison over
B, B over C, yet C could win over A, or in that if A and B are compared several times, A

might win some of these comparisons but lose others.

In a reasonable sense, this fourth characteristic either holds or it doesn't, and paired

comparison theory has very little to offer concerning the analyses of situations for which it
does not hold. However, these four characteristics are clearly not independent, and

situations possessing the first and third characteristics above are likely to have the fourth

also.

1 The third characteristic is not necessarily a "definitely holds or definitely does not

hold" characteristic. It clearly holds if the comparisons have no magnitudes associated with

them. However, many comparisons have (and many of the rest can be easily modified to

have) such magnitudes. The issue therefore concerns the relative significance of these

magnitudes in the analysis being made. If the relative sizes of these magnitudes across

comparisons are quite important, then paired comparisons theory (as described here) may
have little to offer. If the sizes of these magnitudes provide insight and explanation, but

I only within any given comparison, and they are not necessarily meaningful across

comparisons, then paired comparison theory might be a useful tool.
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The second characteristic clearly either holds or doesn't hold. If it holds, then I
paired comparison theory is relatively more likely to be applicable (but it is not necessarily

so); while if these don't hold, paired comparison theory is relatively less likely to be I
applicable (but it still might be so).

The first characteristic may be more important than it first appears concerning the

applicability of paired comparison theory. For example, it might seem unimportant because

any ranking of a alternatives (perhaps with associated magnitudes) can be converted into 3
a(a-l)/2 comparisons, one each for each different pair of alternatives. More generally, v

rankings of a alternatives can be converted into va(a-l)/2 comparisons, where each 3
different pair of alternatives is compared v times (this is essentially what Copeland's

method does in voting theory). However, if this is done when v=l, then characteristics 2

and 4 do not apply, and paired comparison theory has essentially nothing to offer. (If

characteristic 3 applies, then the situation is trivial--the ranking gives the answer. If

characteristic 3 does not apply, then analyses that directly address the relevant magnitudes

may be useful. However, either way, paired comparison theory contributes nothing here.)

If this is done when v>l, then characteristic 2 does not apply, and voting theory (but not 3
paired comparison theory) could apply, depending on characteristic 3.

b. Discussion of Potential Combat Applications in Terms of This I
Framework

The purpose of this section is to discuss potential applications of paired comparison

theory to combat related analyses in terms of the four characteristics described in Section a

above. Non-combat defense applications are, of course, possible, and the interested reader

could structure such applications in terms of these characteristics if desired. Some of the

comments below apply to both combat and non-combat applications. 3
(1) Making Comparisons in Pairs I

At the outset it should be noted that the standard procedure of comparing a set of

alternative forces by evaluating each force against a canonical enemy threat does not

constitute making paired comparisons as defined here. That is, while each alternative force

can be evaluated by pairing it in simulated combat against the canonical enemy force, the

alternatives being compared in such an analysis are the different friendly forces, not a

friendly alternative and an enemy alternative.

However, it may be that, due to personnel, time, equipment, and/or range I
constraints, the alternatives must be evaluated in separate groups, that no more than a
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certain (maximum) number of alternatives can be evaluated in any one group, and that

cross-group comparisons are not valid. (Such cross-group comparisons might not be valid

due to changes in personnel, equipment, and/or range conditions between groups.)

For example, if eight alternatives are to be evaluated, but no more than four can be

evaluated in any one comparable group, then the following procedure is possible.

Alternatives 1, 2, 3, and 4 could be evaluated in one group, alternatives 5, 6, 7, and 8

could be evaluated in a second group, and then two from each, say 3, 4, 5, and 6, could be

evaluated in a third group. Such an approach would produce the following paired

comparisons:

Number of Number of
Pair of Comparisons Pair of Comparisons

A aMa Made

1,2 1 4,5 1
1,3 1 4,6 1
1,4 1 5,6 2
2,3 1 5,7 1
2,4 1 5,8 1
3,4 2 6,7 1
3,5 1 6,8 1
3,6 1 7,8 1

All Other Pairs 0

This same point clearly applies if the alternatives are being compared purely by

human judgment and the situation is sufficiently complex that no one judge can adequately

address all of the alternatives. The example just above would apply if there were three

judges, eight alternatives, and each judge could address any four but no more than four of

these alternatives. In the extreme, each judge may not be able to address more than two

alternatives, which would satisfy the first condition directly.

Finally, while war games and computer models frequently have been used to

evaluate alternative forces and tactics against canonical threats, the lack of such threats in

the future may preclude use of this technique. Of course, the goal of spending defense

dollars wisely remains. However, testing the wisdom of such spending by evaluating

alternatives against an arbitrarily specified threat (or a small set of such threats) may no

longer be reasonable. Instead, alternatives could be evaluated by matching alternatives in

pairs directly against each other using a war game or computer model. This approach is

somewhat novel, but it has been suggested before (Grotte and Brooks, 1983), and it may

prove to be an appropriate threat-independent way to evaluate alternative future defense

expenditures.
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(2) Unequal Numbers of Comparisons I
Analyzing comparisons in groups as described above would generally result in

unequal numbers of comparisons of various pairs of alternatives. In the example above,

the pairs (3,4) and (5,6) are compared twice, the pairs (1,2), (1,3), (1,4), (2,3), (2,4),

(3,5), (3,6), (4,5), (4,6), (5,7), (5,8), (6,7), (6,8), and (7,8) are compared once, and the

remaining 12 pairs are not compared at all.

If comparisons are being made in pairs by matching two alternatives against each I
other in a fully automated combat model, then there is no inherent reason why all pairs

would not be compared an equal number of times. However, if such comparisons are

being made in an interactive war game, a field exercise, or any other human-intensive

processes, then limitations on personnel, time, equipment, and/or range facilities, or I
(conversely) special interest by the personnel involved in repeating comparisons of selected

pairs, could lead to unequal numbers of comparisons of pairs of alternatives.

(3) Irrelevance of Associated Magnitudes

If comparisons are made in groups as described above, then cross-group I
comparisons would not be valid precisely when associated magnitudes are not comparable

across groups. As indicated above, such magnitudes may not be comparable across groups

because key personnel (players, judges/controllers, etc.) change between groups, or

because there are sufficient changes in the setting (equipment, range conditions, etc.) that

cross-group comparisons are not valid. Note that an important special case here occurs

when these groups are all of size two, that is, the alternatives are being compared in pairs

and, due to changes in the personnel or conditions involved, magnitudes associated with a I
comparison of one pair of alternatives are not necessarily commensurable with magnitudes

associated with another comparison of that pair or with any comparison of any other pair.

There are several other conditions that would lead to considering only wins, losses,

and ties, but not associated magnitudes, in making comparisons. For example, the goal in

a war game may be to hold the enemy's advance to a certain amount, or to penetrate the

enemy's defenses in at least a certain number of places. That is, the goal is to satisfy a set 3
of criteria, not to maximize any particular war game output. In such a case, the magnitudes

of associated outputs would not be directly relevant to any comparisons being made. 3
A related set of examples concerns Monte Carlo models. One might desire to run

sufficiently many trials of a Monte Carlo model in order to achieve a certain level -3f

statistical confidence in the results. One way to do this is to set a goal (e.g., to keep major
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bases or ships from being put out of action with probability greater than some specified

amount) and to run sufficiently many trials to have high confidence in knowing whether or

not a particular defense against a particular attack was capable of meeting that goal. In such
a case, the comparisons should depend on whether or not that goal was achieved, not on

associated magnitudes (such as how many attacking and defending weapons systems were

killed).

IFinally, if the associated magnitudes (or measures of the importance of these
magnitudes) are determined directly by human judgment, then differences in magnitudesIthat seem large at the beginning of a set of comparisons may seem small at the end, and (in

different cases) vice versa. Such order effects can be addressed by doing many more

comparisons; but they are not important (and so need not ae addressed) if only the direction

(i.e., bigger, smaller, or the same) is to be counted, not the size of the differences in
magnitudes.

(4) Inconsistent Comparisons

A comparison between alternative A and alternative B that favors alternative A is
clearly inconsistent with another such comparison that favors alternative B, and can be said

to be inconsistent with two comparisons, one between B and C and one between C and A,

if those two comparisons favor B and C, respectively. As stated above, paired comparison

theory is designed to handle such inconsistencies; the question is whether such

inconsistencies would occur so that paired comparison theory would be a useful tool.

Such inconsistencies might occur, for example, if the comparisons were made in

groups (including groups of size 2) as described above, and if the changes in personnel

and/or conditions involved were sufficiently significant to reverse the outcomes of some

comparisons.

Such inconsistencies might also occur in the following situation. Suppose a Monte

Carlo model is used and insufficiently many trials for statistical significance are run. (For
example, using Monte Carlo models in interactive war games frequently involves making

only one trial per identical set of conditions.) The inherent randomness involved in such a

use of Monte Carlo models could easily lead to the inconsistencies described here.

I
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6. Annotated Bibliography I
a. Recommended Reading 3
The following references, in the following order, are recommended for those who

want to read into the literature on paired comparisons.

A good place to start is

T. Jech, "The Ranking of Incomplete Tournaments: A Mathematician's Guide to 3
Popular Sports," Amer. Math. Monthly, Vol. 90 (1983), 246-266.

In this paper, Jech presents a clean and clear exposition of the method described in Section 3
3.c. Theorems are well explained and proofs are nicely set off to assist the reader in

understanding the concepts without getting lost in the details or rigor. However, one 3
reason that this paper may be so clean is that it contains no references to any previous work

nor does it mention any other non-trivial analytical methods; this is noted by 3
M. Stob, "A Supplement to 'A Mathematician's Guide to Popular Sports," Amer.

Math. Monthly, Vol. 91 (1984), 277-282,

which should be read second. By relating Jech's paper to previous research, Stob provides

a brief but useful and coherent overview of probability models in paired comparison

theory. I
Third, the interested reader should examine

M. Stob, "Rankings from Round-Robin Tournaments," Management Sci., Vol. 31 I
(1985), 1191-1195.

In this paper, Stob provides a brief but useful overview of deterministic combinatorialI

methods in paired comparison theory, and he points out that this is only one of two general

approaches--the probability model approach being the other. Curiously, in this paper, Stob 3
references neither his previous paper (cited just above) nor Jech's paper, and he does not

reference Ford (1957), which is one of the (at least) three previously published research 5
papers that contain results that Jech rediscovered. (He does cite the other two, but there is

a typographical error in the reference to Zermelo--the correct date of that publication is

1929, not 1926.) Since this paper by Stob is oriented toward deterministic combinatorial

methods, not probability models, these omissions are quite understandable, but they inhibit

exploration of the literature by a new reader. In this paper, Stob reviews a paper by
Goddard (1983), but that paper is not a prerequisite for Stob's paper. Another feature of

Stob's paper is that it points out some characteristics of deterministic combinatorial 3
methods that can reasonably be viewed as also being major flaws of these methods.
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Fourth, the interested reader should examine

H.A. David, "Ranking the Players in a Round Robin Tournament," Rev. Int.
Statist. Inst., Vol. 39 (1971), 137-147.

This paper also points out some questionable characteristics (i.e., flaws) of deterministic

combinatorial methods, it points out a potentially serious problem with probability models

that use maximum likelihood values, and it provides a nice transition from the other

recommended references to
H.A. David, "The Method of Paired Comparisons," Second Edition, Revised,

London: Oxford University Press, 1988,

which should be (at least) skimmed and judiciously examined next. This text seems to be

the only recent book on the subject, it is quite good, it covers a broad range of topics

concerning paired comparison theory, and, with a few notable exceptions (listed in Section

b, below), it contains an outstanding bibliography for paired comparisons.

After examining this book, the reader might continue in any of several different

directions. One such direction is to consider probability models based on random strengths
with distributions other than the extreme value distribution or the normal distribution. An

excellent start is this direction is given in

M.R. Frey, "Predicting the Outcome of Sporting Events: An Application of
Probability Theory," Student Paper for OR 291, George Washington University,
Washington DC, April 1984.

A reader particularly interested in sports should see

3.P. Ladany and R.E. Machol (eds.), "Optimal Strategies in Sports," Amsterdam,
New York, and Oxford: North-Holland Publishing Company, 1977, and

R.E. Machol, S.P. Landany, and D.G. Morrison (eds.), "Management Science in
Sports," Amsterdam, New York, and Oxford: North-Holland Publishing
Company, 1976,

and should consider the papers listed under Recreation and Sports (classification category

840) in the Subject Index of

K.T. Marshall and F.P. Richards (eds.), "The OR/MS Index 1952-1976,"
Providence: The Institute of Management Sciences, and Baltimore: Operations
Research Society of America, 1978,

J.W. Tolle and R.E. Stone (eds.), "The OR/MS Index 1976-1981," Providence:
The Institute of Management Sciences, and Baltimore: Operations Research Society
of America, 1983, and
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J.W. Toole (ed.), "The OR/MS Index 1982-1987," Providence: The Institute of 3
Management Sciences, and Baltimore: Operations Research Society of America,
1988. I
b. Omissions From David's References

In his book, David (1988) cites almost 300 references, one of which (Davidson and 3
Farquhar, 1976) gives an extensive bibliography up to 1976. Accordingly, one might
expect every major paper on paired comparison theory published between 1976 and 1988 3
to be cited there. The following are not.

I. Ali, W.D. Cook, and M. Kress, "On the Minimum Violations Ranking of a
Tournament," Management Sci., Vol. 32 (1986), 660-672. U
S.T. Goddard, "Ranking in Tournaments and Group Decisionmaking,"
Management Sci., Vol. 29 (1983), 1384-1392.

T. Jech, "The Ranking of Incomplete Tournaments: A Mathematician's Guide to
Popular Sports," Amer. Math. Monthly, Vol. 90 (1983), 246-266.

M. Stob, "A Supplement to 'A Mathematician's Guide to Popular Sports,"' Amer.
Math. Monthly, Vol. 91 (1984), 277-282. i

M. Stob, "Rankings from Round-Robin Tournaments," Management Sci., Vol. 31
(1985), 1191-1195. 3
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Oxford University Press, 1988.
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0. Dykstra, "Rank Analysis of Incomplete Block Designs Method of Paired Comparisons
Employing Unequal Repetitions on Pairs," Biometrics, Vol 16 (1960), 176-188.
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VII. OBSERVATIONS

A. DELPHI

The Delphi method is defined by a few loosely specified guidelines for designing a

group data collection process. The resulting heterogeneity among nominal "Delphi" studies

suggests that, for the purpose of this review and for all practical purposes, there is no
"Delphi method" per se. Instead, there is a principle that attention can and should be paid

to minimizing the effect of deleterious group social processes on group datacollection. The

guidelines that defu'e the Delphi methodology represent a few steps that can be taken in this

regard, although there are conditions under which they probably should not be taken. As

we imply, there also are other steps that can be taken to improve data collection process

under specitied conditions.

However, despite the substantial history of Delphi method applications, there is not

a great deal of empirical support for the important statements made about the Delphi method

by either its supporters or its detractors. What steps have actually been shown to improve

or worsen the quality of group judgment data? Under what conditions are such steps

effective? More often than not, we do not know the answer to these questions, and, as a

result, the skilled analyst is left with not much more than his experience and intuition when

it comes to designing a group data collection process for a particular application.

B. THE ANALYTICAL HIERARCHY PROCESS

The AHP has been subjected to a number of criticisms in the literature that cast

doubt on the method as it was originally stated in Thomas Saaty's book, The Analytic

Hierarchy Process (McGraw Hill, 1980). First is the argument that the conventional AHP

question, "Which is more important, A or B, and by how much?" is ambiguous. The

question does not provide clear referents upon which to base judgments of relative

importance, that is, relative importance in terms of what units and what statistics (e.g.,

maximum, minimum, average). Simple modifications to address this problem have been

suggested by the authors of recent papers. Second is the argument that AHP is a

manifestation of multiattribute utility theory, but requires restrictive assumptions that
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usually are not satisfied in practice. Finally, arguments have been advanced from I
psychological measurement theory that applications of the AHP rest on untested critical

assumptions regarding the form of the human judgment processes. The AHP itself does i
not provide for evaluating these assumptions. Since most practitioners are unaware that

these assumptions are being made, they implicitly assume them to be satisfied. 3
Furthermore, evidence from the literature on human judgment processes suggests that some

assumptions about how judges respond to AHP-type relative magnitude questions will not

be satisfied. The most immediate consequence of these arguments is that it is invalid to
give a quantitative meaning to AHP results beyond the ordering they indicate for the

alternatives. That is, it is not meaningful to interpret the differences or ratios between

AHP-derived weights. Future research may weaken even the limited interpretability

allowed by the current argument.

In addition to the assumptions discussed above, we have observed that many AHP

practitioners are unaware of the assumptions underlying the AHP stated by Thomas Saaty
as part of his original development of the method. Key among these are the assumptions of
independence between elements subordinate to a common parent and of criteria from

subordinate alternatives. Violation of these assumptions requires specific corrective
procedures as described by Saaty in his book, The Analytic Hierarchy Process (McGraw 3
Hill, 1980) and in other writings. As demonstrated by Saaty and others, inattention to

these assumption can badly compromise the weights produced by an AHP analysis. Most

available software does not make provisions for testing these assumptions as part of the

normal course of analysis. As a consequence, many practitioners either using this software

or operating in "cookbook fashion" from basic AHP texts ignore what Thomas Saaty I
himself regards as basic diagnostic procedures. Other practitioners may be aware of these

assumptions, but assume them to be satisfied without conducting even a cursory empirical

evaluation.

C. SUBJECTIVE TRANSFER FUNCTION METHOD i

Subjective transfer function is a promising method for collecting and representing 3
expert knowledge of complex systems. However, the STF method has not received critical

attention from the analytical community, which is important in identifying strengths and

weaknesses, attracting new applications and promoting continued development.

The developers of the STF method have introduced us to valuable concepts from

psychological measurement and judgment theory. This is an significant contribution
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separate from the STF method because of the issues they raise about collecting and
interpreting judgment data. A more thorough understanding of judgment methods in terms

of these issues can only improve the use and validity of analyses based on ratings-type

data.

D. UTILITY THEORY

Utility theory and its variants have proven to be a uniquely valuable component of

the foundation of many of the analytical sciences. Its axiomatic nature has contributed rigor

to the powerful theories that incorporate its precepts. Correctly satisfying these axioms,

however, when developing actual utility functions, is not an easy matter. Not only must a

respondent, in general, evaluate many tradeoff situations, often in the form of non-intuitive

lotteries, but the analyst also must be careful to present these situations in a way that
minimizes bias. There is a substantial literature that indicates that neither of these obstacles

is easy to overcome. As a result, there tend to be more conceptual applications of utility
theory in defense analysis than otherwise specific evaluative applications. These factors

Isuggest that utility theory only should be used by analysts literate in the theory and the
issues surrounding implementation and only in situations where respondents have the time

I and the understanding to fully participate in the development of utility functions.

E. VOTING THEORY

Where voting theory applies, it is obviously applicable, and forcing it to fit where it

doesn't obviously apply does not appear to be useful. There are many different voting

methods, and the choice of which to use can be so important that, given a fixed set of
voters' preferences, choosing different methods can result in different winners. Various

voting methods have various properties. In a sense, none is perfect. However, based on

their properties and on the voting situations involved, some may be deemed better than

others. A commonly used method, plurality voting, may be one of the worst for all
situations. Plurality voting may be used so frequently because of its extreme simplicity,

but this extreme simplicity can result in serious flaws.

F. PAIRED COMPARISONS

I[ Paired comparison theory is not well known outside of a relatively small group of

theorists. It has been applied, but not extensively, and apparently not in major defense

analyses. Several paired comparison methods exist, and one (which has been regularly
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rediscovered) seems to have generally more desirable properties than the others. Specific i
applications, however, may have specific characteristics that are more suitably addressed
by one of the other methods. More widespread dissemination of this theory, together with i
sufficient ingenuity in adapting it to particular situations, could lead to many additional

applications.

G. GENERAL

Common to criticisms of many of the methods we have reviewed above are several
recurring themes. Most fall under the mistaken belief that judgment methods are 3
inexpensive and easy to employ while yielding quality results. Two important practices
that result are that critical assumptions are untested (practitioners frequently are not

schooled well enough in the theory underlying the methods to understand what the critical I
assumptions are); and judgment-eliciting questions are ambiguous. Question ambiguity
gives respondents considerable latitude to impose their own interpretations of what is being

asked. As a result, the quality of judgment data is compromised to an unknown degree.
Some corrective measures are relatively easy to take. Analysts should pretest questions and

questionnaire designs to screen for poorly phrased or ambiguous items and for undesired
effects of particular question orders. Other corrective measure require more effort. In 3
particular, analysts should attain a thorough working understanding of the methods they

use and should keep their knowledge base current by following developments in the
literature. i

Developments in the psychology of judgment and expertise suggest that analysts

also should give attention to questions of how much weight should be given expert I
judgments. Expert respondents will not always be able to provide judgments of "expert
quality." Nonetheless, they may offer responses that are based on limited or flawed i
models of the subject of interest. We question whether having these flawed judgment data

should be preferred to having no data at all if the flawed data lead to seriously misleading 3
conclusions. There are few if any cleanly diagnostic methods for evaluating the quality of
expert judgments. However, careful analysis may go a long way in screening out 3
judgments to which little or reduced weight should be given.
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